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Chapter 1
Getting Started

This guide describes the advanced configuration features in the following devices:

Enterprise IronWare software releases, which apply to the following products:

*  Netlron 400/800/1500 Chassis devices with IronCore or JetCore management modules

*  Biglron 4000/8000/15000 Chassis devices with IronCore or JetCore management modules
o Fastlron Il, Fastlron Il Plus, and Fastlron 1l with M2 or higher management modules

*  Fastlron 400/800/1500 Chassis devices with JetCore modules

*  Fastlron 4802 Stackable device

Service Provider IronWare software releases, which apply to the following products:

*  Netlron 400/800/1500 Chassis devices with IronCore or JetCore management modules

*  Biglron 4000/8000/15000 Chassis devices with IronCore or JetCore management modules
*  Netlron 4802 Stackable device

* Fastlron 4802 Stackable device

NOTE: You cannot use this software on Fastlron Chassis devices.

Terathon devices that include the following:

*  Biglron MG8

*  Netlron 40G

*  Netlron IMR 640

Fastlron Edge Switch

IronPoint-Fastiron Edge Switch (IP-FES) Release 01.3.00 through 01.4.01

Serverlron product family

For a list of enhancements in this edition, see the Foundry Switch and Router Installation and Basic Configuration
Guide.
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Audience

This manual is designed for system administrators with a working knowledge of Layer 2 and Layer 3 switching and
routing.

If you are using a Foundry Layer 3 Switch, you should be familiar with the following protocols if applicable to your
network — IP, RIP, OSPF, IS-IS, BGP4, MBGP, IGMP, PIM, DVMRP, IPX, AppleTalk, FSRP, VRRP, and VRRPE.

Nomenclature

This guide uses the following typographical conventions to show information:

Italic highlights the title of another publication and occasionally emphasizes a word or phrase.
Bold highlights a CLI command.

Bold Italic  highlights a term that is being defined.

Underline  highlights a link on the Web management interface.

Capitals highlights field names and buttons that appear in the Web management interface.

NOTE: A note emphasizes an important fact or calls your attention to a dependency.

WARNING: A warning calls your attention to a possible hazard that can cause injury or death.

CAUTION: A caution calls your attention to a possible hazard that can damage equipment.
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Related Publications

The following Foundry Networks documents supplement the information in this guide.

Foundry Switch and Router Installation and Basic Configuration Guide — provides configuration guidelines for
Layer 2 and Layer 3 devices and installation procedures for the Foundry devices with IronCore and JetCore
modules.

Foundry Security Guide — provides procedures for securing management access to Foundry devices and for
protecting against Denial of Service (DoS) attacks.

Foundry Enterprise Configuration and Management Guide — provides configuration information for enterprise
routing protocols including IP, RIP, IP multicast, OSPF, BGP4, VRRP and VRRPE.

Foundry Netlron Service Provider Configuration and Management Guide — provides configuration information
for 1S-1S and MPLS for Foundry devices that support 1S-IS and MPLS, except for the Netlron IMR 640.

Foundry Netlron IMR 640 Service Provider Configuration and Management Guide — provides configuration
information for 1S-1S and MPLS for for the Netlron IMR 640.

Foundry Switch and Router Command Line Interface Reference — provides a list and syntax information for
all the Layer 2 Switch and Layer 3 Switch CLI commands.

Foundry Diagnostic Guide — provides descriptions of diagnostic commands that can help you diagnose and
solve issues on Layer 2 Switches and Layer 3 Switches.

Foundry Biglron Mg8 Switch Installation and Basic Configuration Guide — provides installation procedures for
the Biglron MG8. This guide also presents the management modules available in the device.

Foundry Netlron 40G Switch Installation and Basic Configuration Guide — provides installation procedures for
the Biglron MG8. This guide also presents the management modules available in the device.

Netlron IMR 640 Installation and Basic Configuration Guide — provides procedures for installing modules into
and connecting your DC power source(s) to the Netlron IMR 640 chassis, cabling the Ethernet interface ports,
and performing a basic configuration of the software.

Foundry Management Information Base Reference — presents the Simple Network Management Protocol
(SNMP) Management Information Base (MIB) objects that are supported in the Foundry devices.

Foundry IPv6 Configuration Guide — provide configuration information for IPv6 features.

Foundry IronPoint Wireless LAN Configuration Guide — presents the features for the IronPoint wireless LAN
(WLAN).

To order additional copies of these manuals, do one of the following:

Call 1.877.TURBOCALL (887.2622) in the United States or 1.408.586.1881 outside the United States.

Send email to info@foundrynet.com.

How to Get Help

Foundry Networks technical support will ensure that the fast and easy access that you have come to expect from
your Foundry Networks products will be maintained.

Web Access

e http://www.foundrynetworks.com

Email Access

Technical requests can also be sent to the following email address:

e support@foundrynet.com
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Telephone Access
+  1.877.TURBOCALL (887.2622) United States

. 1.408.586.1881 Outside the United States

Warranty Coverage

Contact Foundry Networks using any of the methods listed above for information about the standard and extended
warranties.
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Chapter 2
Configuring Basic Quality of Service

This chapter describes how to configure Quality of Service (QoS) on Foundry devices.

NOTE: To configure QoS on a Fastlron Edge Switch, see “Configuring Quality of Service on a Fastlron Edge
Switch and Fastlron Edge Switch X-Series” on page 3-1

You can configure the following QoS features on Foundry devices:
e Choose between a strict queuing method and a weighted queuing method.
*  Modify the minimum guaranteed percentage of bandwidth for each queue.

*  Apply a QoS profile (one of the four queues) to 802.1q tagged VLAN packets.

NOTE: The QoS features listed above apply only to Chassis devices, the Fastlron 4802, and the Turbolron/8.
The following features, except IP Type of Service (ToS)-based QoS, apply to all products.

e Assign QoS priorities to traffic.

* Display the percentage of an uplink’s bandwidth that each of a given set of ports uses. This is especially
useful in environments where collocated customers on different, isolated ports share common uplink ports.

*  Configure IP Type of Service (ToS)-based QoS.

NOTE: The ToS-based QoS described in this chapter applies only to the Netlron stackable Layer 3 Switch.
To configure ToS-based QoS on a JetCore device, VM1 module, or 10 Gigabit Ethernet module, see
“Configuring Enhanced Quality of Service” on page 4-1. To configure ToS-based QoS on a Fastlron Edge
Switch, see “Configuring Quality of Service on a Fastlron Edge Switch and Fastlron Edge Switch X-Series” on
page 3-1

The Queues

Chassis devices, the Fastlron 4802, and the Turbolron/8 use the following queues:

e qgosp3 — The highest priority queue. This queue corresponds to 802.1p prioritization levels 6 and 7 and
Foundry priority levels 6 and 7.

e qosp2 — The second-highest priority queue. This queue corresponds to 802.1p prioritization levels 4 and 5
and Foundry priority levels 4 and 5.

e qosp1 — The third-highest priority queue. This queue corresponds to 802.1p prioritization levels 2 and 3 and
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Foundry priority levels 2 and 3.

* qosp0 — The lowest priority queue. This queue corresponds to 802.1p prioritization levels 0 and 1 and
Foundry priority levels 0 and 1.

The queue names listed above are the default names. You can rename the queues on Chassis devices, the
Fastlron 4802, and the Turbolron/8 if you want, as described in “Renaming the Queues” on page 2-4.

Stackable devices (other than the Fastlron 4802 and Turbolron/8) have two queues:
* High
*  Normal

All traffic is classified in the normal queue by default. The devices forward all high priority traffic on a port’s
outbound queue before forwarding normal priority traffic on the port.

You can classify packets and assign them to specific queues based on the following criteria:
* Incoming port (also called ingress port)
* |P source and destination addresses
e Layer 4 source and destination information (for all IP addresses or specific IP addresses)
e  Static MAC entry
e AppleTalk socket number
e Layer 2 port-based VLAN membership
¢ 802.1qtag

By default, all the traffic types listed above except the 802.1q tagged packets are in the best effort queue, which is
the lowest priority queue. The 802.1q tagged packets are assigned to a queue based on the priority level (0 — 7)
in the packet’s tag. The default mapping of the priority levels to the queues is as follows.

Priority Level Queue
6,7 qosp3
4,5 gosp2
2,3 qosp1
0, 1 qosp0

In cases where a packet matches more than one traffic type, the highest queue level among the traffic type is
used. For example, if a tagged packet arrives on a tagged port and the 802.1p priority is 4 (qosp2) but the packet
contains IP source and destination information that matches an IP access policy configured to assign the traffic to
priority 7 (qosp3), the device places the packet in qosp3 of the outbound port.

Automatic Queue Mapping for IP Type Of Service (TOS) Values

Foundry devices that support IronClad QoS automatically examine the first two bits in the Type of Service (TOS)
header in each IP packet as it enters the device on a 10/100 port. The device then places the packet in the QoS
queue that corresponds to the TOS value.

The TOS value in the first two bits can be one of the following.

TOS value (binary) Queue

11 qosp3

2-2 © 2006 Foundry Networks, Inc. January 2006



Configuring Basic Quality of Service

TOS value (binary) Queue
10 qosp2
01 qosp1i
00 qosp0

As the packet moves through the system, if the packet matches other QoS allocations you have configured, the
packet is moved into a higher queue accordingly. For example, if the TOS values place the packet in qosp1, but
the packet is part of a port-based VLAN that is in qosp3, the packet enters queue qosp3. Packets can enter higher
queues but never enter lower queues as they move through the system.

NOTE: The TOS mapping applies only to IP packets received on 10/100 ports. It does not apply to Gigabit or
POS ports.

Queuing Methods

You can configure a Chassis device, the Fastlron 4802, or the Turbolron/8 to use one of the following queuing
methods:

*  Weighted — A weighted fair queuing algorithm is used to rotate service among the four queues. The rotation
is based on the weights you assign to each queue. This is the default queuing method and uses a default set
of queue weights. This method rotates service among the four queues, forwarding a specific number of
packets in one queue before moving on to the next one.

The number of packets serviced during each visit to a queue depends on the percentages you configure for
the queues. The software automatically converts the percentages you specify into weights for the queues.

e  Strict — The software assigns the maximum weights to each queue, to cause the queuing mechanism to serve
as many packets in one queue as possible before moving to a lower queue. This method biases the queuing
mechanism to favor the higher queues over the lower queues. For example, strict queuing processes as
many packets as possible in qosp3 before processing any packets in qosp2, then processes as many packets
as possible in qosp2 before processing any packets in qosp1, and so on.

Selecting the Queuing Method

Foundry Chassis devices, the Fastlron 4802, and the Turbolron/8 use the weighted fair queuing method of packet
prioritization by default. To change the method to strict queuing or back to weighted fair queuing, use one of the
following methods.

USING THE CLI
To change the queuing method from weighted fair queuing to strict queuing, enter the following commands:

Biglron(config)# qos mechanism strict
Biglron(config)# write memory

Syntax: [no] gos mechanism strict | weighted
To change the method back to weighted fair queuing, enter the following commands:

Biglron(config)# qos mechanism weighted
Biglron(config)# write memory

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the Weighted or Strict radio button next to QoS.

3. Click the Apply button to save the change to the device’s running-config file.
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4. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Configuring the Queues

Each of the four queues has the following configurable parameters:

e The queue name

e The minimum percentage of a port’s outbound bandwidth guaranteed to the queue
Renaming the Queues

The default queue names are qosp3, qosp2, qosp1, and qosp0. You can change one or more of the names if
desired. To do so, use one of the following methods.

USING THE CLI
To rename queue qosp3 (the premium queue) to “92-octane”, enter the following commands:

Biglron(config)# gos name qosp3 92-octane
Biglron(config)# write memory

Syntax: qos name <old-name> <new-name>
The <old-name> parameter specifies the name of the queue before the change.

The <new-name> parameter specifies the new name of the queue. You can specify an alphanumeric string up to
32 characters long.

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to QoS in the tree view to expand the list of QoS option links.

*  On Layer 2 Switches — Click on the Bind link to display the 802.1q to QOS Profile Binding panel, then
click on the Profile link to display the QOS Profile configuration panel.

*  On Layer 3 Switches — Click on the Profile link to display the QoS Profile configuration panel.

QOS Profile
x Committed Bandwidth (%) Priority
- il
[amero 5 4 BEST-EFFORT
ilqospl i|10 8 NORMAL
!Iqospz !IlD |13 |HIGH
|I92—Dctane ||'?5 ‘?5 ‘PREM
Apply | Reset |
Bind

[Home [ Site Wap [Logout][ Save[Tisable Frame | [TELMET]

4. Edit the strings name the Name fields for the queue(s) you want to rename. In this example, the premium
queue is renamed from “qosp3” to “92-octane”.

5. Click the Apply button to save the change to the device’s running-config file.
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6. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Changing the Minimum Bandwidth Percentages of the Queues

If you are using the weighted fair queuing mechanism instead of the strict mechanism, you can change the
weights for each queue by changing the minimum percentage of bandwidth you want each queue to guarantee for
its traffic.

By default, the four QoS queues receive the following minimum guaranteed percentages of a port’s total
bandwidth.

Queue Default Minimum Percentage of Bandwidth
Chassis devices and the Turbolron/8 Fastlron 4802
qosp3 80% 75%
qosp2 15% 15%
qosp1 3.3% 5%
qosp0 1.7% 5%

NOTE: The percentages are guaranteed minimum bandwidth percentages. Thus, they apply when a port is fully
utilized. When a port is not fully utilized, it is possible for queues to receive more than the configured percentage
of bandwidth. You cannot specify a maximum bandwidth percentage for a queue. Any queue can get more than
its committed share when other queues are idle.

When the queuing method is weighted fair queuing, the software internally translates the percentages into
weights. The weight associated with each queue controls how many packets are processed for the queue at a
given stage of a cycle through the weighted fair queuing algorithm.

For example, the default percentages for a Chassis device translate into the following weights.

Queue Default Minimum Percentage Queue Weight
of Bandwidth

qosp3 80% 4
qosp2 15% 3
qosp1 3.3% 2
gosp0 1.7% 1

A queue’s weight specifies how many packets are sent from the queue each time the queue is serviced. Thus,
when the default bandwidth percentages are used, four packets are sent from queue qosp3 each time the queue
is serviced, while three packets are sent from queue qosp2 each time it is serviced, and so on. The queuing
mechanism interleaves the queues during the cycle so that queue qosp3 is serviced after each visit to any other
queue. For example, using the default percentages (and thus the default weights), queue qosp3 receives 12 visits
for every one visit to queue qosp0.
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The following table shows one full queue cycle using the default bandwidth percentages on a Chassis device.

qosp3 qosp2 qospi qosp0
bandwidth % = 80 bandwidth % = 15 bandwidth % = 3.3 bandwidth % = 1.7
weight = 4 weight =3 weight = 2 weight = 1
Total visits | Total Total visits | Total Total visits | Total Total visits | Total
packets packets packets packets
1 4 1
2 8 2
3 12 1 3
4 16 1
5 20 4
6 24 5
7 28 2 6
8 32 1 2
9 36 7
10 40 8
11 44 3 9
12 48 1 1
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Figure 2.1 illustrates a cycle through the queues.

Figure 2.1 Example of a QoS cycle using the Chassis device default weights

Begin here

Queue 3: weight=4, minimum percentage=80%

Queue 2: weight=3, minimum percentage=15%
Queue 1: weight=2, minimum percentage=3.3%

Queue 0: weight=1, minimum percentage=1.7%

If you change the percentages for the queues, the software changes the weights, which changes the number of
visits a queue receives during a full queue cycle and also the number of packets sent from each queue during
each visit. For example, if you change the percentages so that queue qosp3 receives a weight of 5, then the
system processes five packets in that queue during each visit to the queue.
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NOTE: The weighted fair queuing method is based on packet-level scheduling. As a result, a queue’s bandwidth
percentage does not necessarily reflect the exact bandwidth share the queue receives. This is due to the effects
of variable size packets.

USING THE CLI

To change the minimum guaranteed bandwidth percentages of the queues, enter commands such as the
following. Note that this example uses the default queue names.

Biglron(config)# qos profile gosp3 75 qosp2 10 qospl 10 gospO 5

Profile qosp3 : PREMIUM bandwidth requested 75% calculated 75%
Profile qosp2 - HIGH bandwidth requested 10% calculated 13%
Profile qospl - NORMAL bandwidth requested 10% calculated 8%
Profile qospO : BEST-EFFORT bandwidth requested 5% calculated 4%

Biglron(config)# write memory
Notice that the CLI displays the percentages you request and the percentages the device can provide based on
your request. The values are not always the same, as explained below.

Syntax: [no] qos profile <queue> <percentage> <queue> <percentage> <queue> <percentage>
<queue> <percentage>

Each <queue> parameter specifies the name of a queue. You can specify the queues in any order on the
command line, but you must specify each queue.

The <percentage> parameter specifies a number for the percentage of the device’s outbound bandwidth that is
allocated to the queue.

NOTE: The percentages you enter must equal 100. Also, the percentage for the premium queue (the highest
priority queue) must be at least 50.

If you enter percentages that are less than the minimum percentages supported for a queue, the CLI recalculates
the percentages to fall within the supported minimums. Here is an example. In this example, the values entered
for all but the best-effort queue (the lowest priority queue) are much lower than the minimum values supported for
those queues.

Biglron(config)# qos qosp3 1 gosp2 1 qospl 2 qospO 96
Warning - qosp3 bandwidth should be at least 50%
bandwidth scheduling mechanism: weighted priority

Profile qosp3 - PREMIUM bandwidth requested 1% calculated 50%
Profile qosp2 = HIGH bandwidth requested 1% calculated 25%
Profile qospl - NORMAL bandwidth requested 2% calculated 13%

Profile qospO BEST-EFFORT bandwidth requested 96% calculated 12%

This example shows the warning message that is displayed if you enter a value that is less than 50% for the
premium queue. This example also shows the recalculations performed by the CLI. The CLI must normalize the
values because the weighted fair queuing algorithm and queue hardware require specific minimum bandwidth
allocations. You cannot configure the hardware to exceed the weighted fair queuing limitations.

The CLI normalizes the percentages you enter by increasing the percentages as needed for queues that have less
than the minimum percentage, converting the percentages to weights (which the weighted fair queuing algorithm
uses), and applying the following equations to calculate the percentages:

qosp3=w3/ (w3 + 1)

gosp2 = (1 —qosp3) * w2/ (w2 + 1)

gosp1 = (1 — gosp3 — qosp2) * w1/ (wl + 1)
qosp0 = 1 — qosp3 — gqosp2 — qosp1
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The value “w” stands for “weight”. Thus, these calculations determine the weights that the weighted fair queuing
algorithm will use for each queue.

For results that do not differ widely from the percentages you enter, enter successively lower percentages for each
queue, beginning with the premium queue. If you enter a higher percentage for a particular queue than you enter
for a higher queue, the normalized results can vary widely from the percentages you enter.

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to QoS in the tree view to expand the list of QoS option links.

*  On Layer 2 Switches — Click on the Bind link to display the 802.1q to QOS Profile Binding panel, then
click on the Profile link to display the QOS Profile configuration panel.

e On Layer 3 Switches — Click on the Profile link to display the QoS Profile configuration panel.

QOS Profile
e Committed Bandwidth {%s) Priositv
_ —
[amero £ I BEST-EFFORT
i]mm i|q 4 NORMAL
!Iqospz !|15 ‘15 ‘HIGH
||92—Dct,ane |ISD ‘80 ‘PREM
Apply | Reset |
Bind

[Heme[Site Wap [Logout][ Save[Disable Frame | [TELMET]

4. Edit the values in the Requested fields for the queue(s) you want to change. In this example, the following
minimum bandwidths are requested:

* qosp0—-5%

e qospl—10%

e qosp2-10%

e 92-octane — 75%

NOTE: The percentages you enter must equal 100. Also, the percentage for the premium queue (the
highest priority queue) must be at least 50.
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5. Click the Apply button to save the changes to the device’s running-config file. Notice that the device
calculates the minimum bandwidth percentages that can be allocated to each of the queues based on your
percentage requests, and displays the actual percentages in the Calculated column. Here is an example.

|The change has heen made. ‘

QOS Profile

Committed Bandwidth {%o)

Name =

Priority

[am=ro 5 4 BEST-EFFORT
[am=r [ 2 NORMAL
ilqospz |I1D ‘13 !HIGH
 Errr—— 75 75 PREMITM
| | |
Apply | Reset |
Bind

[Heme[Site Wap [Logout][ Save[Tisable Frame [TELNET]

6. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Resetting the Minimum Bandwidth Percentages to Their Defaults

You can use either of the following CLI commands to reset the QoS queues to their default bandwidth percentages
(and therefore to their default weights).

USING THE CLI

Enter either of the following commands at the global CONFIG level:

e gos mechanism weighted

* no qos profile
USING THE WEB MANAGEMENT INTERFACE

You cannot reset the queue profiles to the default bandwidth percentages using the Web management interface.

Displaying the IronClad QoS Profile Configuration

To display the QoS settings, use either of the following methods.

USING THE CLI
To display the QoS settings for all the queues, enter the following command from any level of the CLI:

Biglron(config)# show qos-profiles all
bandwidth schedullng mechanism: weighted priority

Profile
Profile
Profile
Profile

qosp3
qosp2
gospl
qosp0

: PREMIUM bandwidth requested
: HIGH bandwidth requested
- NORMAL bandwidth requested

: BEST-EFFORT bandwidth requested

Syntax: show qos-profiles all | <name>

75%
10%
10%

5%

calculated
calculated
calculated
calculated

75%
13%
8%
4%

The all parameter displays the settings for all four queues. The <name> parameter displays the settings for the
specified queue.
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USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to QoS in the tree view to expand the list of QoS option links.

4. Click on the Bind link to display the 802.1q to QOS Profile Binding panel.

Assigning QoS Priorities to Traffic

By default, traffic in the following categories is forwarded using the best-effort queue (qosp0) on Chassis devices,
the Fastlron 4802, or the Turbolron/8. Traffic in these categories is forwarded by default using the normal queue
on Stackable devices:

*  Incoming port (sometimes called the ingress port)

e  Port-based VLAN membership

e  Static destination MAC entry

e Layer 3 and Layer 4 information (IP and TCP/UDP source and destination information)
*  AppleTalk socket

The following sections describe how to change the priority for each of the items listed above.

NOTE: Tagged VLAN traffic is placed in a queue corresponding to the 802.1p priority in the tag by default. Thus,
if a tagged packet contains priority 7 in the tag (corresponding to the premium queue), the device places this
packet in the premium queue of the packet’s outbound port. On Chassis devices, the Fastlron 4802, and the
Turbolron/8, you can change or remove the effect of the 802.1p priority in the tags by reassigning the priority levels
to different queues. See “Reassigning 802.1p Priorities to Different Queues” on page 2-14.

Although it is possible for a packet to qualify for an adjusted QoS priority based on more than one of the criteria
above, the system always gives a packet the highest priority for which it qualifies. Thus, if a packet on a Chassis
device is entitled to the premium queue because of its IP source and destination addresses, but is entitled only to
the high queue because of its incoming port, the system places the packet in the premium queue on the outgoing
port.

When you apply a QoS priority to one of the items listed above, you either specify a number from 0 — 7 (Chassis
devices, the Fastlron 4802, and the Turbolron/8) or specify “high” or normal (Stackable devices). On Chassis
devices, the Fastlron 4802, and the Turbolron/8, the priority number specifies the IEEE 802.1 equivalent to one of
the four Foundry QoS queues. The numbers correspond to the queues as follows.

Priority Level Queue
6,7 qosp3
4,5 qosp2
2,3 qosp1i
0, 1 gosp0

On Stackable devices, the device processes all packets in a port’s high priority queue before processing any
packets in the port’s normal queue.
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Changing a Port’s Priority

To change a port’s QoS priority, use one of the following methods. The priority applies to inbound traffic on the
port.

USING THE CLI

To change the QoS priority of port 1/1 on a Chassis device to the high queue (qosp2), enter the following
commands:

Biglron(config)# interface ethernet 1/1
Biglron(config-if-1/1)# priority 5
Biglron(config-if-1/1)# write memory

Syntax: [no] priority <num>
The <num> parameter can be from 0 — 7 and specifies the IEEE 802.1 equivalent to one of the four QoS queues.
To change the QoS priority of port 1 on a Stackable device to the high queue, enter the following commands:

Netlron(config)# interface ethernet 1
Netlron(config-if-1)# priority high
Netlron(config-if-1)# write memory

Syntax: [no] priority high | normal
USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Port in the tree view to display the configuration options.
3. Select the link to the port type you want (for example, Ethernet) to display the Port table.

4. Scroll down to the port for which you want to change the QoS level, then click on the Modify button to the right
of the port information to display the Port configuration panel, as shown in the following example.

Port

Slot:1 Port:1 MAC:00-e0-52-f0-4f-00

‘ Name: |I—
| Speed: |1Gbps

| Mode: | & Full Duplex

| Status: | ' Dizable @ Enable
|

|

|

|

Flow Control: | ' Disable @ Enable

Lock Address: | & Disable C Enable MAC Addressfo
QOS: ||ﬁ|
Gig Port Default: ||m
| DMonitoring: |lm

Apply I Reset |

Show

[Heme][Site Wap [Logout][ Save [Tisable Frame | [TELNET]

5. Select the QoS level:

e On a Chassis device, the Fastlron 4802, or the Turbolron/8, select a number from 0 — 7 from the QoS
field’s pulldown menu.

* On a Stackable device, select high or normal from the QoS field’s pulldown menu.
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6. Click the Apply button to save the change to the device’s running-config file.

7. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Changing a Layer 2 Port-Based VLAN’s Priority

By default, VLANs have priority 0 (Chassis devices, the Fastlron 4802, and the Turbolron/8) or normal (Stackable
devices). To change a port-based VLAN’s QoS priority, use one of the following methods. The priority applies to
outbound traffic on ports in the VLAN.

NOTE: Tagged packets also contain a priority value in the 802.1q tag. If you use the default priority for a VLAN,
a tagged packet that exits on that VLAN can be placed into a higher priority queue based on the port priority, the
priority in the 802.1q tag, and so on. If you do not want the device to make priority decisions based on 802.1q
tags, you can change the priority for 802.1q tags on a VLAN basis on Chassis devices, the Fastlron 4802, or the
Turbolron/8. See “Reassigning 802.1p Priorities to Different Queues” on page 2-14”.

USING THE CLI

To change the QoS priority of port-based VLAN 20 on a Chassis device to the premium queue (qosp3), enter the
following commands:

Biglron(config)# vlan 20
Biglron(config-vlan-20)# priority 7
Biglron(config-vlan-20)# write memory

Syntax: [no] priority <num>
The <num> parameter can be from 0 — 7 and specifies the IEEE 802.1 equivalent to one of the four QoS queues.

To change the QoS priority of port-based VLAN 20 on a Stackable device to the high queue, enter the following
commands:

Netlron(config)# vlan 20
Netlron(config-vlan-20)# priority high
Netlron(config-vlan-20)# write memory

Syntax: [no] priority high | normal
USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to VLAN in the tree view to expand the list of VLAN option links.
4. Click on the Port link to display the Port VLAN panel.

e If you are adding a new port-based VLAN, click on the Add Port VLAN link to display the Port VLAN
configuration panel, as shown in the following example.

* If you are modifying an existing port-based VLAN, click on the Modify button to the right of the row
describing the VLAN to display the Port VLAN configuration panel, as shown in the following example.
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10.

Port VLAN

VLAN Id: !Iz

Name: |[Premium 0o$ vLAN
1

|

‘ I

‘ Qos: [7 1]
[

|

|

Router Interface: || Ione 'I

Port members:

Select Port Members I

Clear Iﬂjﬁ Modify | Delete | Reset I

[Show][Protocel VLAN]

[Heme[Site Wap [Logout][ Save][Tisable Frame | [TELMET]

Select the QoS level:

¢ On a Chassis device, the Fastlron 4802, or the Turbolron/8, select a number from 0 — 7 from the QoS
field’s pulldown menu.

* On a Stackable device, select high or normal from the QoS field’s pulldown menu.

If you are adding a new VLAN, click the Select Port Members button to display the Port Members dialog, as
shown in the following example.

Port Members
Rowll |[11N |12F | 13F |14F | USC | W6C | L7C | 18T
Row2[ | 4T 420 430 | 44T | 450 | 460 | 470 | 48T
Row3[ | 490 WI0C 411C 4120 4430 4140 4ASC 46T
Rowd[™ 4170 /18T 4197 4200 [421C 4220 43T 4247

Select Row I Clear Row | Select All | Clear All I Res_etl

Continue | Cancell

Select the ports you are placing in the VLAN. To select a row, click on the checkbox next to the row number,
then click on the Select Row button.

When you finish selecting the ports, click on the Continue button to return to the Port VLAN configuration
dialog.

Click the Add button (to add a new VLAN) or the Modify button (if you are modifying an existing VLAN) to save
the change to the device’s running-config file.

Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Reassigning 802.1p Priorities to Different Queues

Tagged priority applies to tagged packets that come in from tagged ports. These packets have a tag in the header
that specifies the packet's VLAN ID and its 802.1p priority tag value, which is 3 bits long.

NOTE: This section applies to Chassis devices, the Fastlron 4802, and the Turbolron/8 only.
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By default, a Foundry device interprets the prioritization information in the 3-bit priority tag as follows.

Priority Level Queue
6,7 qosp3
4,5 qosp2
2,3 qosp1i
0,1 qosp0

This is the Foundry default interpretation for the eight prioritization values in every context (VLAN, static MAC
entry, IP access policy, and so on). If the VLAN for the packet uses the default priority (0, equal to the qosp0
queue), then the Foundry device uses the priority information in the packet to assign the packet to a queue on its
incoming port. However, if the VLAN or the incoming port itself has a higher priority than the packet’s 802.1p
priority, the Foundry device uses the VLAN priority or incoming port priority, whichever is higher.

You can specify how the Foundry device interprets the 3-bit priority information by reassigning the priority levels to
other queues. For example, if you want the device to disregard the 802.1p priority and instead assign the priority
based on other items (VLAN, port, and so on), configure the device to set all the 802.1p priorities to the best-effort
queue (qosp0). If a tagged packet’s 802.1p priority level is always in the qosp0 queue, then the packet’s outbound
queue is affected by other items such as incoming port, VLAN, and so on.

To reassign the priorities to different queues, use either of the following methods.
USING THE CLI
To reassign all 802.1p priority levels 2 — 7 to the best-effort queue (qosp0), enter the following commands:

Biglron(config)# qos tagged-priority 2 qospO
Biglron(config)# qos tagged-priority 3 qospO
Biglron(config)# qos tagged-priority 4 qospO
Biglron(config)# qos tagged-priority 5 qospO
Biglron(config)# qos tagged-priority 6 qospO
Biglron(config)# qos tagged-priority 7 qospO
Biglron(config)# write memory

Syntax: [no] qos tagged-priority <num> <queue>
The <num> parameter can be from 0 — 7 and specifies the IEEE 802.1 equivalent to one of the four QoS queues.

The <queue> parameter specifies the queue to which you are reassigning the priority level. You must specify one
of the named queues. The default names are qosp3, qosp2, qosp1, and qosp0. The example above reassigns
the 802.1p levels to queue qosp0. (There is no need to reassign levels 0 and 1 in this case, because they are
already assigned to qospO by default.)

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.

3. Click on the plus sign next to QoS in the tree view to expand the list of QoS option links.
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4

Displaying the Queue Assignments for the 802.1p Priorities

Click on the Bind link to display the QoS 802.1p to QoS Profile Binding configuration panel, as shown in the
following figure.

[Heme [ Site Wap [Logout][ Save[Tisable Frame [TELNET]

302.1p to QOS
Profile Binding

Apply | Reset |

Profile

For each priority level, select the QoS queue to which you want to reassign the profile by selecting the queue
name from the Profile field’s pulldown list. For example, to reassign priority 7 to QoS queue qosp0, select

qosp0 from the Profile Name field’s pulldown list in the row for priority 7.

Click the Apply button to save the change to the device’s running-config file.

Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration

change to the startup-config file on the device’s flash memory.

To display the queues to which the 802.1p priorities are assigned, use either of the following methods.
USING THE CLI

To display the queue assignments for all the priorities, enter the following command at any level of the CLI:

Biglron(config)# show priority-mapping all

802.
802.
802.
802.
802.
802.
802.
802.

In this example, the priorities still have their default queue assignments.

Syntax: show priority-mapping all | <num>

priority
priority
priority
priority
priority
priority
priority
priority

0
1
2
3
4
5
6

7

mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped

to
to
to
to
to
to
to
to

gos
gos
gos
gos
gos
gos
gos
gos

profile
profile
profile
profile
profile
profile
profile
profile

qosp0
qospO0
qospl
qospl
qosp2
qosp2
qosp3
qosp3

The all parameter displays the queue assignments for all the priorities. Alternatively, you can display the

assignment for a particular level by specifying the level number, as shown in the following example.

Biglron(config)# show priority-mapping 1

802.1p priority 1 mapped to qos profile gospO

2-16

© 2006 Foundry Networks, Inc.

January 2006



Configuring Basic Quality of Service

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to QoS in the tree view to expand the list of QoS option links.

4. Click on the Bind link to display the QoS 802.1p to QoS Profile Binding configuration panel. The queue
assignments are listed for each of the eight priority levels.

Assigning Static MAC Entries to Priority Queues

By default, all MAC entries are in the best effort queue (Chassis devices, the Fastlron 4802, and the Turbolron/8)
or the normal queue (Stackable devices). When you configure a static MAC entry, you can assign the entry to a
higher QoS level using either of the following methods.

USING THE CLI

To configure a static MAC entry and assign the entry to the premium queue on a Chassis device, enter commands
such as the following:

Biglron(config)# vlan 9
Biglron(config-vlan-9)# static-mac-address 1145.1163.67FF ethernet 1/1 priority 7
Biglron(config-vlan-9)# write memory

Syntax: [no] static-mac-address <mac-addr> ethernet <portnum> [priority <num>]
[host-type | router-type | fixed-host]

The <num> parameter can be from 0 — 7 and specifies the IEEE 802.1 equivalent to one of the four QoS queues.

NOTE: The location of the static-mac-address command in the CLI depends on whether you configure port-
based VLANs on the device. If the device does not have more than one port-based VLAN (VLAN 1, which is the
default VLAN that contains all the ports), the static-mac-address command is at the global CONFIG level of the
CLI. If the device has more than one port-based VLAN, then the static-mac-address command is not available at
the global CONFIG level. In this case, the command is available at the configuration level for each port-based
VLAN.

To configure a static MAC entry and assign the entry to the high queue on a Stackable device, enter commands
such as the following:

Fastlron(config)# vlan 9
Fastlron(config-vlan-9)# static-mac-address 1145.1163.67FF ethernet 1 high-priority
Fastlron(config-vlan-9)# write memory

Syntax: static-mac-address <mac-addr> ethernet <portnum> [normal-priority | high-priority]
[host-type | router-type]

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.

3. Select the Static Station link to display the Static Station Table.

e If the system already contains static MAC addresses and you are adding a new static MAC address, click
on the Add Static Station link to display the Static Station Table configuration panel, as shown in the
following example.

* If you are modifying an existing static MAC address, click on the Modify button to the right of the row
describing the static MAC address to display the Static Station Table configuration panel, as shown in the
following example.
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Static Station Table

MAC Address: [a-ca-ab-ca-as-ca
| viaNm: i
| Slot: ii1 v;Pm‘l::|1 'i

Qos: [0 =

Add | | Modity | Delste | [ Resst |

Show

[Heme[Site Wap [Logout][ Save[Tisable Frame [TELWET]

Enter or edit the MAC address, if needed. Specify the address in the following format: Xx-XX-XX-XX-XX-XX.
Change the VLAN number if needed by editing the value in the VLAN ID field.

Select the port number from the Slot (for Chassis devices) and Port pulldown lists.

N o o &

Select the QoS level:

e On a Chassis device, the Fastlron 4802, or the Turbolron/8, select a number from 0 — 7 from the QoS
field’s pulldown menu.

* On a Stackable device, select high or normal from the QoS field’s pulldown menu.

8. Click the Add button (to add a new static MAC entry) or the Modify button (if you are modifying an existing
entry) to save the change to the device’s running-config file.

9. Click the Apply button to save the change to the device’s running-config file.

10. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Assigning IP and Layer 4 Sessions to Priority Queues

You can assign specific traffic flows to queues by configuring IP access policies. Beginning with software release
07.6.01, you can also use ACLs to prioritize traffic flows on all Layer 3 Switches, except on the Netlron 4802,
Fastlron I, and Fastlron Il. Foundry recommends that you use the priority options in extended ACLs to prioritize
traffic on supported Layer 3 Switches. (See “QoS Options for IP ACLs (Rule-Based ACLs)” on page 6-44 for
details.)

This section presents information on the IP access policies. IP access policies allow you to assign flows to priority
queues based on any combination of the following criteria:

e Source IP address

¢ Destination IP address

e Layer 4 type (TCP or UDP)
e TCP or UDP port number

You configure IP access policies globally, then apply them to specific ports. QoS policies apply only to outbound
traffic, so you must apply the QoS polices to a port’s outbound direction instead of the port’s inbound direction.

To configure an IP access policy for assigning a traffic flow to a priority queue, use either of the following methods.
USING THE CLI

The CLI syntax differs between Layer 3 Switches and Layer 2 Switches. Examples and syntax are shown for both
types of devices.
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Layer 3 Switch Syntax
To assign a priority of 4 to all HTTP traffic on port 3/12 on a Biglron Layer 3 Switch, enter the following:

Biglron(config)# ip access-policy 1 priority 4 any any tcp eq http
Biglron(config)# int e 3/12
Biglron(config-if-3/12)# ip access-policy-group out 1

Here is the syntax for chassis Layer 3 Switches.

Syntax: [no] ip access-policy <num> priority <0-7> <ip-addr> <ip-mask> | any
<ip-addr> <ip-mask> | any icmp | igmp | igrp | ospf | tcp | udp | <num> [<operator> [<tcp/udp-port-nums>]]

Syntax: ip access-policy-group in | out <policy-list>

Here is the syntax for stackable Layer 3 Switches.

Syntax: ip access-policy <num> high | normal <ip-addr> <ip-mask> | any <ip-addr> <ip-mask> | any tcp | udp
[<operator> [<tcp/udp-port-num>]]

Syntax: ip access-policy-group in | out <policy-list>

The <num> parameter is the policy number.

The priority <0-7> parameter on Chassis devices specifies the QoS priority level. The default is O (best effort,
gosp0). The highest priority is 7 (premium, gqosp3).

The high | normal parameter on Stackable devices specifies the QoS priority level. The default is normal.
The <ip-addr> <ip-mask> | any <ip-addr> <ip-mask> | any parameters specify the source and destination IP
addresses. If you specify a particular IP address, you also need to specify the mask for that address. If you

specify any to apply the policy to all source or destination addresses, you do not need to specify any again for the
mask. Make sure you specify a separate address and mask or any for the source and destination address.

The icmp | igmp | igrp | ospf | tep | udp | <num> parameter specifies the Layer 4 port to which you are applying
the policy. If you specify tep or udp, you also can use the optional <operator> and <tcp/udp-port-num>
parameters to fine-tune the policy to apply to specific TCP or UDP ports.

The <operator> parameter applies only if you use the tcp or udp parameter above. Use the <operator> parameter
to specify the comparison condition for the specific TCP or UDP ports. For example, if you are configuring QoS for
HTTP, specify tcp eq http. You can enter one of the following operators:

* eq - The policy applies to the TCP or UDP port name or number you enter after eq.

e gt—The policy applies to TCP or UDP port numbers greater than the port number or the numeric equivalent
of the port name you enter after gt.

e It —The policy applies to TCP or UDP port numbers that are less than the port number or the numeric
equivalent of the port name you enter after It.

* neq- The policy applies to all TCP or UDP port numbers except the port number or port name you enter after
neq.

* range — The policy applies to all TCP or UDP port numbers that are between the first TCP or UDP port name
or number and the second one you enter following the range parameter. The range includes the port names
or numbers you enter. For example, to apply the policy to all ports between and including 23 (Telnet) and 53
(DNS), enter the following: range 23 53. The first port number in the range must be lower than the last
number in the range.

» established — This operator applies only to TCP packets. If you use this operator, the QoS policy applies to
TCP packets that have the ACK (Acknowledgment) or RST (Reset) bits set on (set to “1”) in the Control Bits
field of the TCP packet header. Thus, the policy applies only to established TCP sessions, not to new
sessions. See Section 3.1, “Header Format”, in RFC 793 for information about this field.

The in parameter applies the policy to packets received in the port.

The out parameter applies the policy to packets sent on the port.
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NOTE: To apply the policy to traffic in both directions, enter two ip access-policy-group commands, one
specifying the in parameter, and the other specifying the out parameter.

The <policy-list> parameter is a list of policy IDs.

NOTE: The device applies the policies in the order you list them, so make sure you order them in such a way that
you receive the results you expect. Once a packet matches a policy, the device takes the action specified in that
policy and stops comparing the packet to the policies in the list.
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Figure 2.2 and Figure 2.3 show the CLI syntax for configuring a Layer 4 QoS policy on a Foundry Layer 3 Switch.
Notice that the syntax differs slightly depending on whether you are configuring a Stackable Layer 3 Switch, or a
Chassis Layer 3 Switch, a Fastlron 4802 Layer 3 Switch, or a Turbolron/8 Layer 3 Switch.

Figure 2.2 QoS IP policy syntax for a Foundry router (1 of 2)

ip access-policy <num> high | normal (stackable) <sre-ip-addr> <ip-mask>lany <dst-ip-addr> <ip-mask>lany
priority <num> (chassis)

icmp <CR>
igmp <CR>
igrp <CR>
ospf ___ <CR>
<num> <CR>
P “ bep | dns |
at gp | dns
It ftp I http |
| imap4|ldap|
neq | <CR>
nntp | pop2 |
pop3 | smtp |
ssl | telnet |
<num>
bgp | dns | bgp | dns |
FANEE —— fp I hitp | ftp | htp |
imap4 | 1dap | imap4 | Idap |
nntp | pop2 | nntp | pop2 | |—— <CR>
pop3 I smtp | pop3 Ismtp |
ssl | telnet | ssl | telnet |
<num> <num>
eq
established gt bep ldns |
It ftp [ http |
imap4 | 1dap |
neq
nntp | pop2| | —— <CR>
<CR> pop3 I smtp |
ssl | telnet |
<num>
bgp | dns | bgp ldns |
TAN8¢ —— fip | hutp | fip | http |
imap4 | Idap | imap4 | 1dap |
nntp | pop2 | nntp | pop2 | — <CR>
<CR> pop3 I smtp | pop3 | smtp |
ssl | telnet | ssl | telnet |
<num> <num>
L udp see the next page...

January 2006 © 2006 Foundry Networks, Inc. 2-21



Foundry Enterprise Configuration and Management Guide

Figure 2.3 QoS IP policy syntax for a Foundry router (2 of 2)

continued from previous page

udp eq
at bootpce | bootps |
It dns | tftp |
neq ntp | radius | <CR>

radius-old | rip |
snmp | snmp-trap |

<num>

bootpc | bootps | bootpc | bootps |
range
dns | tftp | dns | tftp |
ntp | radius | ntp | radius | <CR>
radius-old I rip | radius-old | rip |
snmp | snmp-trap | snmp | snmp-trap |
<num> <num>

ip access-policy-group m <policy-list> <CR>
out

Layer 2 Switch Syntax

To assign a priority of 7 to FTP traffic on all ports on a Fastlron Il Layer 2 Switch, enter the following commands:

Fastlron(config)# ip policy 1 7 tcp ftp global
Fastlron(config)# write memory

To assign a priority of 7 to HTTP traffic on ports 1/1 and 1/2 only, enter the following commands:

Fastlron(config)# ip policy 2 7 tcp http local
Fastlron(config)# int ethernet 1/1
Fastlron(config-if-1/1)# ip-policy 2
Fastlron(config-if-1/1)# int ethernet 1/2
Fastlron(config-if-1/2)# ip-policy 2
Fastlron(config)# write memory

Here is the syntax for Chassis Layer 2 Switches.

Syntax: [no] ip policy <num> priority <0-7> tcp | udp <tcp/udp-port-num> global | local
Syntax: [no] ip policy <num> high | normal tcp | udp <tcp/udp-port-num> global | local
Syntax: [no] ip-policy <num>

The <num> parameter is the policy number.

The priority <0-7> parameter on Chassis devices specifies the QoS priority level. The default is 0 (best effort,
gosp0). The highest priority is 7 (premium, qosp3).

The high | normal parameter on Stackable devices specifies the QoS priority level. The default is normal.

The tep | udp <tcp/udp-port-num> parameter specifies the TCP or UDP port to which you are applying the policy.
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The global and local parameters specify the scope of the policy:
e If you specify global, the policy applies to all ports.

* If you specify local, the policy will apply to the ports you specify. Use the following command on the Interface
level of the CLI to apply the policy to a port: ip-policy <num>

Figure 2.4 shows the CLI syntax for configuring a QoS policy on a Foundry Layer 2 Switch. The value “<CR>"
means “carriage return”, also known as the Enter key.

Figure 2.4 QoS IP policy syntax for a Foundry Layer 2 Switch

ip policy <num> priority high | normal (stackable) tcp bgp | global <CR>
<num> (chassis) dns | local

ftp
http
imap4
Idap
nntp
pop2
pop3
smtp
ssl
telnet

<num>

udp bootpc |g10ba1 | <CR>
bootps | local

dns
tftp

ntp

radius
radius-old
rip

snmp
snmp-trap

<num>

ip-policy <num>___ <CR>

NOTE: The ip policy command allows you to configure global or local QoS policies. Use the ip-policy
command (note the difference between “ip policy” and “ip-policy”) at the Interface level of the CLI to apply a local
policy to a specific interface.

USING THE WEB MANAGEMENT INTERFACE

The Web management options for assigning QoS priorities to traffic flows differ between Layer 3 Switches and
Layer 2 Switches. Examples are shown for both types of devices.

Layer 3 Switch
To assign a priority of 4 to all HTTP traffic on port 3/12 on a Biglron Layer 3 Switch, perform the following steps:

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.
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2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to IP in the tree view to expand the list of IP option links.
4. Click on the Access Policy link to display the IP Access Policy panel.
* If the system already contains IP access policies and you are adding a new one, click on the Add IP_
Access Policy link to display the IP Access Policy configuration panel, as shown in the following example.
* If you are modifying an existing IP access policy, click on the Modify button to the right of the row
describing the IP access policy to display the IP Access Policy configuration panel, as shown in the
following example.
IP Access Policy
| o
i Action:|C Deny |C Permit |® QOS
| Qos: [+ ]
| Source Address: [o.0.0.0
| Source Mask: [0.0.0.0
Destination Address: [0.0.0.0
| Destination Mask: [o.0.0.0
| Protocol: [ccp
| Operator: ||m
| TCPUDP port: !lau_ Ir' Filter Established TCP
Add | | Modity || Delste | | Resst |
[Show][Access Policy Group]
[Hommne ][ Site Map|[Logout][ Save [Disable Frame [TELNET]
5. Enter the ID for the policy in the ID field.
6. Select the QoS radio button next to Action.
7. Select the QoS level:
*  On a Chassis device, the Fastlron 4802, or the Turbolron/8, select a number from 0 — 7 from the QoS
field’s pulldown menu.
* On a Stackable device, select high or normal from the QoS field’s pulldown menu.
8. Enter the source IP address and network mask in the Source Address and Source Mask fields. To specify
“any” for a field, leave all four zeros in the field. In this example, leave the zeros.
9. Enter the destination IP address and network mask in the Destination Address and Destination Mask fields.
To specify “any” for a field, leave all four zeroes in the field. In this example, leave the zeros.
10. If you want the policy to apply only to packets containing specific types of Layer 4 traffic, enter the protocol in
the Protocol field. You can enter the protocol’s Layer 4 port number or one of the following well-known names:
e icmp
* igmp
* igrp
e ospf
e tcp
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11.

12.

13.

14.

15.

16.

17.

e udp
In this example, enter tcp.

If you entered tcp or udp, you also can select one of the following comparison operators from the Operator
field.

e Equal - The policy applies to the TCP or UDP port name or number you enter in the TCP/UDP port field.
In this example, select Equal.

e Greater — The policy applies to TCP or UDP port numbers greater than the port number or the numeric
equivalent of the port name you enter in the TCP/UDP port field.

e Less—The policy applies to TCP or UDP port numbers that are less than the port number or the numeric
equivalent of the port name you enter in the TCP/UDP port field.

*  Not Equal — The policy applies to all TCP or UDP port numbers except the port number or port name you
enter in the TCP/UDP port field.

If you entered tcp or udp in the Protocol field, enter the TCP or UDP port number in the TCP/UDP port field.
In this example, enter 80 (the well-known port for HTTP).

If you entered tcp in the Protocol field and you want the policy to apply to TCP sessions that are already in
effect, click on the checkbox next to Established. If you select this option, the QoS policy applies to TCP
packets that have the ACK (Acknowledgment) or RST (Reset) bits set on (set to “1”) in the Control Bits field of
the TCP packet header. Thus, the policy applies only to established TCP sessions, not to new sessions. See
Section 3.1, “Header Format”, in RFC 793 for information about this field.

NOTE: This option applies only to destination TCP ports, not to source TCP ports.

Click the Add button (to add a new policy) or the Modify button (if you are modifying an existing policy) to save
the policy to the device’s running-config file.

Select the Access Policy Group link to display the Access Policy Group panel.

* Ifthe system already contains IP access policy groups and you are adding a new one, click on the Add IP
Access Policy Group link to display the IP Access Policy Group configuration panel, as shown in the
following example.

* If you are modifying an existing IP access policy, click on the Modify button to the right of the row
describing the IP access policy group to display the IP Access Policy Group configuration panel, as
shown in the following example.

Access Policy Group

Slot: |I1 'iPort:I1 'l

Direction: |l~ In Fitter " Out Filter

Filter ID List: |

ﬂl Deletel Resetl

[Show IP Access Policy Group]

[Heme[Site Wap [Logout][ Save[Disable Frame | [TELMET]

Select the port number from the Slot (for Chassis devices) and Port pulldown lists. In this example, select 3/
12.

Click the checkbox next to In Filter, Out Filter, or next to both options to indicate the traffic direction to which
you are applying the policy.

e The In Filter option applies the policy to packets received in the port.
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18.

19.
20.

* The Out Filter option applies the policy to packets sent on the port.
* If you select both, the policy applies to traffic in both directions.
In this example, select Out Filter.

Enter the policy IDs in the Filter ID List field.

NOTE: The device applies the policies in the order you list them, so make sure you order them in such a way
that you receive the results you expect. Once a packet matches a policy, the device takes the action specified
in that policy and stops comparing the packet to the policies in the list.

Click the Add button to apply the change to the device’s running-config file.

Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

NOTE: You also can access the dialog for saving configuration changes by clicking on Command in the tree
view, then clicking on Save to Flash.

Layer 2 Switch

To assign a priority of 7 to FTP traffic on all ports on a Fastlron Il Layer 2 Switch, perform the following steps:

1.

Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

2. Select the Layer 4 QoS link to display the QoS panel.

3. Enter the ID for the policy in the ID field.

4. Select the Switch or Port radio button next to Scope to indicate whether the policy applies globally or only to
certain ports.

5. Select the QoS level:

e On a Chassis device, the Fastlron 4802, or the Turbolron/8, select a number from 0 — 7 from the QoS
field’s pulldown menu. In this example, select 7.
* On a Stackable device, select high or normal from the QoS field’s pulldown menu.

6. Select the UDP or TCP radio button next to Protocol to specify the type of traffic to which the QoS policy
applies.

7. Select a well-known TCP or UDP port name (depending on whether you selected TCP or UDP) from the TCP/
UDP Port field’s pulldown list. To enter a port number instead, click on the User Define button to change the
field into an entry field, then enter the port number. For this example, select FTP.

8. Click the Add button to apply the change to the device’s running-config file.

9. |If you selected Port in step 4, click on Port QoS to display the Port QoS panel. Otherwise, go to step 13.

10. Select the port number from the Slot (for Chassis devices) and Port pulldown lists.

11. Enter the policy IDs in the QoS ID List field.

NOTE: The device applies the policies in the order you list them, so make sure you order them in such a
away that you receive the results you expect. Once a packet matches a policy, the device takes the action
specified in that policy and stops comparing the packet to the policies in the list.

12. Click the Add button to apply the change to the device’s running-config file.

13. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.
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Assigning AppleTalk Sockets to Priority Queues

By default, all AppleTalk sockets are in the best effort queue (Chassis devices, the Fastlron 4802, or the Turbolron/
8) or the normal queue (Stackable devices). To assign an AppleTalk socket to a higher priority queue, use either
of the following methods.

USING THE CLI
To assign socket 123 to the premium queue on a Chassis device, enter the following commands:

Biglron(config)# appletalk gqos socket 123 priority 7
Biglron(config)# write memory

Here is the syntax for Chassis Layer 3 Switches.
Syntax: [no] appletalk gos socket <num> priority <num>
Here is the syntax for Stackable Layer 3 Switches.
Syntax: [no] appletalk qos socket <num> high | normal
The first <num> parameter specifies the socket number.

The second <num> parameter (Chassis devices, the Fastlron 4802, or the Turbolron/8) can be from 0 — 7 and
specifies the IEEE 802.1 equivalent to one of the four QoS queues.

The high | normal parameter (Stackable devices) indicates the priority level.
USING THE WEB MANAGEMENT INTERFACE

1. Log on to the Layer 3 Switch using a valid user name and password for read-write access. The System
configuration dialog is displayed.

2. If AppleTalk is not already enabled, enable it by selecting the Enable radio button next to AppleTalk, then
clicking Apply.

3. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
4. Click on the plus sign next to AppleTalk in the tree view to expand the list of AppleTalk option links.
5. Click on the Socket QoS link to display the AppleTalk Socket QoS panel, as shown in the following example.

AppleTalk
Socket QOS

e
iSocket: !Il ‘

Qos: [7 =

Apply To All Sockets | Apply | Reset I

Show

[Home [ Site Wap [Logout][ Save[Tisable Frame | [TELMET]

6. Edit the socket number in the Socket field if needed.
7. Select the QoS level:

¢ On a Chassis device, the Fastlron 4802, or the Turbolron/8, select a number from 0 — 7 from the QoS
field’s pulldown menu.

*  On a Stackable device, select high or normal from the QoS field’s pulldown menu.

8. Click on the Apply button to apply the new QoS setting to the socket number specified in the Socket field or
click on the Apply To All Sockets button to apply the new QoS setting to all AppleTalk sockets.
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9. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

IP ToS-Based QoS

NOTE: The ToS-based QoS described in this chapter applies only to the Netlron stackable Layer 3 Switch. To
configure ToS-based QoS on a JetCore device, VM1 module, or 10 Gigabit Ethernet module, see “Configuring
Enhanced Quality of Service” on page 4-1. To configure ToS-based QoS on a Fastlron Edge Switch, see
“Configuring Quality of Service on a Fastlron Edge Switch and Fastlron Edge Switch X-Series” on page 3-1

You can configure a device to use the value in IP packet’s Type of Service (ToS) field to prioritize forwarding of the
packet through the Foundry device. In addition, you can mark an outbound packet with an 802.1Q priority, a
Differentiated Service codepoint (DSCP), or both.

An IP version 4 packet can contain prioritization information that specifies the service the packet should expect
when travelling through a network. For example, the packet can contain prioritization information in the following
places:

e The IEEE frame can contain an 802.1Q priority (a value from 0 — 7).

* The Type of Service (ToS) field in the IP header can contain values that a forwarding device can interpret as
one of the following:

* |P precedence — The forwarding device can interpret the three most-significant bits (0 — 2) in the ToS field
as an IP precedence value. The IP precedence values are defined in RFC 791.

* Differentiated Service codepoint (DSCP) — The forwarding device can interpret the six most-significant
bits (0 — 5) in the ToS field as a DSCP, as defined in RFCs 2474 and 2475.

A device running a software release earlier than 07.1.16 can prioritize a packet based on the IEEE 802.1Q priority.
The device prioritizes a packet by placing the packet in a forwarding queue based on the priority. For example, if a
packet’s 802.1Q priority is 7, a Netlron stackable Layer 3 Switch uses the high-priority hardware queue to forward
the packet. If a packet’s 802.1Q priority is 0, the device uses the normal (best-effort) queue.

Software release 07.1.16 enables you to configure a device to use the value in a IP packet’s ToS field instead of
the 802.1Q priority to forward the packet. The software selects a forwarding queue for the packet based on the
priority. For example, you can configure the device to interpret the contents of a packet’s ToS field as DSCP. The
software reads the value, maps the value into the corresponding priority, then selects a forwarding queue for the
packet based on the priority.

In addition, you can enable the device to mark the outbound packet with the DSCP or an 802.1Q priority based on
the forwarding priority, so that the next hop for the packet also can forward the packet based on its 802.1Q priority
or ToS value (if the device is configured to do so).

ToS-Based QoS Process

When you enable ToS-based QoS on an interface, the feature does the following:

1. Examines the contents of the ToS field.
e |f the trust level is IP precedence, the device interprets the value as an IP precedence value.
e If the trust level is DSCP, the device interprets the value as a DSCP.

2. Maps the ToS value to a forwarding priority.

e |f the trust level is IP precedence, the device maps the IP precedence to a DSCP, then maps the DSCP
to a forwarding priority.

e If the trust level is DSCP, the device maps the DSCP to a forwarding priority.
3. Places the packet in a forwarding queue based on the forwarding priority.
*  For forwarding priority 0, the device places the packet in the normal (best effort) queue.

*  For forwarding priorities 1 — 7, the device places the packet in the high queue.
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4. If marking is enabled, marks the outbound packet.

e |f802.1Q marking is enabled, the device changes the contents of the outbound packet’s 802.1Q priority
field to match the ToS-based QoS forwarding priority.

e If DSCP marking is enabled, the device changes the contents of the outbound packet’s ToS field to match
the ToS-based QoS DSCP value.

NOTE: If the trust level is DSCP, then the device does not need to mark the packet but instead leaves the
DSCP value the same as the value in the inbound packet.

ToS-Based QoS Parameters
To configure a Foundry device to provide QoS based on the ToS field, configure the following parameters:
e Global parameters:

e Optionally, change the IP precedence to DSCP mapping performed by the device.

e  Optionally, change the DSCP to forwarding priority mapping performed by the device.

Internally, the device maps the ToS value to a priority for forwarding. You can change the mapping, which can
affect the priority the packet receives while being forwarded as well as the forwarding priority or ToS value
with which the device marks the outbound packet when it is forwarded.

* Interface parameters:
*  Enable IP ToS-based QoS.
*  Specify the trust level.

e Optionally, enable CoS marking, DSCP marking, or both. When you enable marking, the device changes
the 802.1Q or ToS value or both in the outbound packet based on the results of the QoS priority
translations that occur in the device. For example, if you change the DSCP to 802.1Q priority mapping,
the device writes the resulting priority in the outbound packet’s IEEE frame.

Mapping Parameters

When you enable ToS-based QoS, the device reads the value in an inbound IP packet’s ToS field, maps the value
to a DSCP value, then maps the DSCP value to a forwarding priority. The device uses the forwarding priority for
forwarding the packet within the device.

NOTE: To provide for future enhancements, if you configure the device to interpret the ToS value as an IP
precedence, the device maps this value to a DSCP first, then maps the resulting DSCP to a priority for forwarding.

The device uses the following mappings by default.

Table 2.1: Default DSCP to Forwarding Priority Mappings

DSCP value | 0-7 8-15 16-23 | 24-31 | 32—-41 | 40—-47 | 48—-55 | 56 —-63

Forwarding 0 1 2 3 4 5 6 7
Priority

Notice that DSCP values range from 0 — 63, whereas forwarding priority values range from 0 — 7. Any DSCP
value within a given range is mapped to the same priority. For example, any DSCP value from 8 — 15 is maps to
the same priority, 1.
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If you configure the device to interpret the value in the ToS field as an IP precedence, the device maps the IP
precedence to a DSCP, then maps the resulting DSCP to a forwarding priority. The device uses the following
mappings by default.

Table 2.2: Default IP Precedence to DSCP Mappings

IP 0 1 2 3 4 5 6 7
precedence
DSCP value | 0 8 16 24 32 40 48 56

For example, if you configure the device to interpret the value in the ToS field as an IP precedence, and a packet
has the IP precedence value 6, the device maps the value to the lowest value in the DSCP range 48 — 55. The
device then maps 48 to the corresponding forwarding priority, in this case 6.

NOTE: When the IP precedence to DSCP mappings and the DSCP to priority mappings are set to their default
values as shown in Table 2.1 and Table 2.2, the translation from IP precedence to priority results in the same
value. However, if you change either set of mappings, the priority value can differ from the IP precedence value.

Forwarding Queues

After the device maps the inbound packet’s 802.1Q or ToS information to a forwarding priority, the device places
the packet into a forwarding queue based on the information. Stackable devices map the priority to the following
forwarding queues.

Table 2.3: Priority to Forwarding Queue Mappings

Priority 0 1 2 3 4 5 6 7

Forwarding Normal | High High High High High High High
queue

A Stackable device forwards all high priority traffic on a port’s outbound queue before forwarding normal priority
traffic on the port.

QoS State

To use ToS-based QoS on an interface, you must enable the feature on that interface. Otherwise, the device uses
the 802.1Q priority value for forwarding but ignores the ToS value. Moreover, when QoS is disabled on an
interface, the interface cannot mark outbound packets. See the “Marking” section below.

Trust Level

The trust level indicates how you want the device to interpret the priority information in all IP version 4 packets
received on an interface. You can specify one of the following:

e CoS —The CoS trust level uses the 802.1Q value in the IEEE frame for forwarding. This trust level provides
the same prioritization as the QoS service in previous software releases. CoS is the default trust level.

* |P precedence — The IP precedence trust level uses the three most-significant bits in the packet’s ToS field as
an IP precedence value.

* DSCP —The DSCP trust level uses the six most-significant bits in the packet’s ToS field as a DSCP value.

Marking

Marking changes the value in an outbound packet’s 802.1Q field or ToS field to match the results of the QoS
translations performed by the device.

Marking is disabled by default. You can enable the following types of marking:

e DSCP
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e 802.1Q priority (CoS)
*  Both DSCP and 802.1Q priority
When you enable marking on a port, the marking applies to packets received by the device through that port.

DSCP marking is applicable only when the trust level is IP precedence; 802.1Q priority marking is applicable only
when the trust level is IP precedence or DSCP. Neither type of marking is applicable if the trust level is CoS, since
the CoS trust level does not examine the contents of the ToS field at all.

NOTE: DSCP marking does not apply when the trust level is CoS because this trust level does not apply to the
ToS field. DSCP marking does not apply when the trust level is DSCP, because in this case the ToS field already
contains a DSCP value.

Configuring ToS-Based QoS

If you plan to use the default IP precedence to DSCP mappings and the default DSCP to 802.1Q priority
mappings, then you do not need to configure any global parameters for ToS-based QoS. To enable ToS-based
QoS, use the following procedures.

Enabling ToS-Based QoS

To enable ToS-based QoS on an interface, use the following CLI method. You must enable the feature before you
can specify the trust level or enable marking.

USING THE CLI

To enable ToS-based QoS on port 1, enter the following commands:
Netlron(config-if-1)# qos-tos

Syntax: [no] qos-tos

Specifying the Trust Level

The trust level specifies where you want the device to get the QoS value for an IP version 4 packet received on the
interface. To use ToS-based QoS for packets received on the interface, you must enable the IP precedence or
DSCP trust level.

To configure the trust level, use the following CLI method.
USING THE CLI
To set the trust level for port 1 to DSCP, enter the following commands:

Netlron(config)# interface ethernet 1
Netlron(config-if-1)# gos trust dscp

Syntax: [no] qos trust cos | ip-prec | dscp
The cos | ip-prec | dscp parameter specifies the trust level.
e cos — The device uses the 802.1Q priority value in the packet’s IEEE frame header. This is the default.

* ip-prec — The device uses the three most-significant bits in the packet’s ToS field and interprets them as an IP
precedence value.

* dscp — The device uses the six most-significant bits in the packet’s ToS field and interprets them as a DSCP
value.

NOTE: |If you specify cos, the device does not examine the contents of the ToS field and therefore does not
perform ToS-based QoS.

Enabling Marking

Marking changes the value of an outbound packet’s 802.1Q priority field or ToS field to match the results of the
QoS mappings performed by the Foundry device. When you enable marking on a port, the marking applies to
packets that enter the device through that port. To enable marking, use the following CLI method.
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USING THE CLI

To enable CoS marking for port 1, enter the following command:
Netlron(config-if-1)# qos mark cos

Syntax: [no] qos mark cos | dscp

The cos | dscp parameter specifies the type of marking.

e cos — The device changes the outbound packet’s 802.1Q priority value to match the results of the device’s
QoS mapping from the ToS value (IP precedence or DSCP) into the 802.1Q value.

* dscp — The device changes the outbound packet’s ToS value to match the results of the device’s QoS
mapping from IP precedence to DSCP.

NOTE: DSCP marking does not apply when the trust level is CoS because this trust level does not apply to the
ToS field. DSCP marking does not apply when the trust level is DSCP, because in this case the ToS field already
contains a DSCP value.

Changing the Mappings

When you specify the IP precedence trust level or the DSCP trust level and you enable ToS-based QoS, the
Foundry device maps the ToS value into a forwarding priority. By default, the device uses the mappings shown in
Table 2.1 and Table 2.2 in “Mapping Parameters” on page 2-29.

You can globally change the DSCP to forwarding priority mappings or the IP precedence to DSCP mappings. The
device forwards the packet based on the changed mappings. In addition, if you enable marking, the device
changes the outbound packet’s 802.1Q priority or ToS value based on the changed mappings.

Changing the DSCP to Forwarding Priority Mappings
To change the DSCP to forwarding priority mappings, use the following CLI method.

USING THE CLI

To change the DSCP to forwarding priority mappings for all the DSCP ranges, enter commands such as the
following at the global CONFIG level of the CLI:

Biglron(config)# gos map dscp-priority 0 2 3 4 to 1
Biglron(config)# qos map dscp-priority 8 to 5
Biglron(config)# qos map dscp-priority 16 to
Biglron(config)# qos map dscp-priority 24 to
Biglron(config)# qos map dscp-priority 32 to
Biglron(config)# qos map dscp-priority 40 to
Biglron(config)# gqos map dscp-priority 48 to
Biglron(config)# qos map dscp-priority 56 to

OWNON D

These commands configure the mappings displayed in the DSCP to forwarding priority portion of the QoS
information display. To read this part of the display, select the first part of the DSCP value from the d1 column and
select the second part of the DSCP value from the d2 row. For example, to read the DSCP to forwarding priority
mapping for DSCP value 24, select 2 from the d1 column and select 4 from the d2 row. The mappings that are
changed by the command above are shown below in bold type.
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Biglron(config-if-1)# show qos
...portions of table omitted for simplicity...
DSCP-Priority map: (dscp = dl1ld2)
d2) o 1 2 3 4 5 6 7 8 9

—— ————— | —

For information about the rest of this display, see “Displaying Configuration Information” on page 2-34.
Syntax: [no] qos map dscp-priority <dscp-value> [<dscp-value> ...] to <priority>

The <dscp-value> [<dscp-value> ...] parameter specifies the DSCP value ranges you are remapping. You can
specify up to seven DSCP values in the same command, to map to the same forwarding priority. The first
command in the example above maps priority 1 to DSCP values 0, 2, 3, and 4.

The <priority> parameter specifies the forwarding priority.

Changing the IP Precedence to DSCP Mappings
To change the IP precedence to DSCP mappings, use the following CLI method.

USING THE CLI

To change the IP precedence to DSCP mappings, enter a command such as the following at the global CONFIG
level of the CLI:

Netlron(config)# gos map ip-prec-dscp O 32 24 48 16 8 56 40

These commands configure the mappings displayed in the IP precedence to DSCP portion of the QoS information
display.

Biglron(config-if-1)# show qos

...portions of table omitted for simplicity...

IP Precedence-DSCP map:

ip-prec: 0 1 2 3 4 5 6 7

For information about the rest of this display, see “Displaying Configuration Information” .
Syntax: [no] qos map ip-prec-dscp <dscp1> <dscp2> <dscp3> <dscp4> <dscp5> <dscpb6> <dscp7> <dscp8>

The <dscp1> ... <dscp8> parameters specify the DSCP values you are mapping to the IP precedence values. You
must enter DSCP values for all eight IP precedence values, in order from IP precedence value 0 — 7.
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Displaying Configuration Information
To display configuration information for ToS-based QoS, use the following CLI method.
USING THE CLI

To display configuration information, enter the following command at any level of the CLI:

Biglron(config-if-1)# show qos
Interface QoS , Marking and Trust Level:

i/f | QoS | Mark | Trust-Level
------- s
1 | Yes | Cos | IP Prec
2 | No | No | Layer 2 CoS
3 | No | No | Layer 2 CoS
4 | No | No | Layer 2 CoS
5 | Yes | No | DSCP
6 | No | No | Layer 2 CoS
7 | No | No | Layer 2 CoS
8 | No | No | Layer 2 CoS
9 | No | No | Layer 2 CoS
10 | No | No | Layer 2 CoS
11 | No | No | Layer 2 CoS
12 | No | No | Layer 2 CoS
13 | No | No | Layer 2 CoS
14 | No | No | Layer 2 CoS
15 | No | No | Layer 2 CoS
16 | No | No | Layer 2 CoS
17 | No | No | Layer 2 CoS
18 | No | No | Layer 2 CoS
vel | Yes | COS, DSCP| IP Prec
velO | No | No | Layer 2 CoS

——————— - —

Syntax: show qos
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This command shows the following information.

Table 2.4: ToS-Based QoS Configuration Information

This Field... Displays...

Interface QoS, Marking and Trust Level information

if The interface
QoS The state of ToS-based QoS on the interface. The state can be one of
the following:

¢ No - Disabled
e Yes - Enabled

Mark The marking type enabled on the interface. The marking type can be
any of the following:

e COS - CoS marking is enabled.
e DSCP — DSCP marking is enabled.

* No — Marking is not enabled.

Trust-Level The trust level enabled on the interface. The trust level can be one of
the following:

e DSCP
e IPPrec
e Layer2 CoS

IP Precedence-DSCP map

ip-prec and dscp The IP precedence to DSCP mappings that are currently in effect.

Note: The example above shows the default mappings. If you
change the mappings, the command displays the changed mappings.

DSCP-Priority map

d1 and d2 The DSCP to forwarding priority mappings that are currently in effect.

Note: The example above shows the default mappings. If you
change the mappings, the command displays the changed mappings

Configuring a Utilization List for an Uplink Port

You can configure uplink utilization lists that display the percentage of a given uplink port’s bandwidth that is used
by a specific list of downlink ports. The percentages are based on 30-second intervals of RMON packet statistics
for the ports. Both transmit and receive traffic is counted in each percentage.

NOTE: This feature is intended for ISP or collocation environments in which downlink ports are dedicated to
various customers’ traffic and are isolated from one another. If traffic regularly passes between the downlink
ports, the information displayed by the utilization lists does not provide a clear depiction of traffic exchanged by the
downlink ports and the uplink port.
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Each uplink utilization list consists of the following:
e Utilization list number (1, 2, 3, or 4)

e One or more uplink ports

e One or more downlink ports

Each list displays the uplink port and the percentage of that port’s bandwidth that was utilized by the downlink
ports over the most recent 30-second interval.

You can configure up to four bandwidth utilization lists. To do so, use either of the following methods.
USING THE CLI

To configure an uplink utilization list, enter commands such as the following. The commands in this example
configure a link utilization list with port 1/1 as the uplink port and ports 1/2 and 1/3 as the downlink ports.

Biglron(config)# relative-utilization 1 uplink eth 1/1 downlink eth 1/2 to 1/3
Biglron(config)# write memory

Syntax: [no] relative-utilization <num> uplink ethernet <portnum> [to <portnum> | <portnums...]
downlink ethernet <portnum> [to <portnum> | <portnums...]

The <num> parameter specifies the list number. You can configure up to four lists. Specify a number from 1 — 4.

The uplink ethernet parameters and the port number(s) you specify after the parameters indicate the uplink
port(s).

The downlink ethernet parameters and the port number(s) you specify after the parameters indicate the downlink
port(s).

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
Click on the plus sign next to Port in the tree view to display the configuration options.

Select the link to the port type you want (for example, Ethernet) to display the Port table.

o 0D

Click on the Relative Utilization link at the top of the panel to display the Port Uplink Relative Utilization panel,
as shown in the following example:

Port Uplink Relative Utilization

| [ ‘
|
|

Uplink Port Menthers:
Select Uplink Port Members |

Downlink Port Members:
Select Downlink Port Members |

Add| Modify | Delete | Reset |

Show

ome][Site M ap][Logout][Save][Frame EnableDisable][TELNET

6. Enter the ID for the link utilization list in the ID field. You can specify a number from 1 — 4.
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7. Click the Select Uplink Port Members button. A Port Members panel similar to the following is displayed.

Port Members

Rowi ™ (120 (120 [187 (140 15T (16T (177 | 18T
Row2 ™ |3f1ri3f2r|SISI_|3f4r'|3f5r|3f6f"|3ﬁr|3f8r
!Rnwsi‘ |3f9|‘l3f1|]l' isml“!3;12!"|3f13l‘i3f14l‘!3f15!‘!3f16|‘

!3;20 [ ] |3f21 I Ism [] |3f23 ] |3f24 I

[ [
Rowd [T 37 |3f18 r |3f19 L]

Rows[ | [ 40T |42l [4alT [anl |45 a6l |40 [4mT

[ [ I
[Row6 [ | 49 40" !4;11 r lan2r |4f13|- 44 |4f151_ 46"

!Rnw? | !4;17 I lans ™ i4f19 ol |4f2l] {1 |4f21 I !4;22 I |4f23 - |4f24 [

Select Row | Clear Row | Select All | Clear All | Resetl

Continue | Cancel |

8. Select the boxes next to the ports you want to include in the uplink list. When you have finished, click
Continue.

9. On the Port Uplink Relative Utilization panel, click the Select Downlink Port Members button to display a Port
Members panel for downlink ports.

10. Select the boxes next to the ports you want to include in the downlink list. When you have finished, click
Continue.

11. On the Port Uplink Relative Utilization panel, click the Add button create the uplink utilization list.

12. Select the Save link at the bottom of the dialog, then select Yes when prompted to save the configuration
change to the startup-config file on the device’s flash memory.

Displaying Utilization Percentages for an Uplink

After you configure an uplink utilization list, you can display the list to observe the percentage of the uplink’s
bandwidth that each of the downlink ports used during the most recent 30-second port statistics interval. The
number of packets sent and received between the two ports is listed, as well as the ratio of each individual
downlink port’s packets relative to the total number of packets on the uplink.

To display uplink utilization percentages, use either of the following methods.
USING THE CLI
To display an uplink utilization list, enter a command such as the following at any level of the CLI:

Biglron(config)# show relative-utilization 1
uplink: ethe 1
30-sec total uplink packet count = 3011
packet count ratio (%)

1/ 2:60 1/ 3:40

In this example, ports 1/2 and 1/3 are sending traffic to port 1/1. Port 1/2 and port 1/3 are isolated (not shared by
multiple clients) and typically do not exchange traffic with other ports except for the uplink port, 1/1.

Syntax: show relative-utilization <num>

The <num> parameter specifies the list number.

NOTE: The example above represents a pure configuration in which traffic is exchanged only by ports 1/2 and
1/1, and by ports 1/3 and 1/1. For this reason, the percentages for the two downlink ports equal 100%. In some
cases, the percentages do not always equal 100%. This is true in cases where the ports exchange some traffic
with other ports in the system or when the downlink ports are configured together in a port-based VLAN.
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In the following example, ports 1/2 and 1/3 are in the same port-based VLAN.

Biglron(config)# show relative-utilization 1
uplink: ethe 1
30-sec total uplink packet count = 3011
packet count ratio (%)

1/ 2:100 1/ 3:100

Here is another example showing different data for the same link utilization list. In this example, port 1/2 is
connected to a hub and is sending traffic to port 1/1. Port 1/3 is unconnected.

Biglron(config)# show relative-utilization 1
uplink: ethe 1
30-sec total uplink packet count = 2996
packet count ratio (%)

1/2:100 1/ 3:---

USING THE WEB MANAGEMENT INTERFACE

1. Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

Click on the plus sign next to Configure in the tree view to expand the list of configuration options.

Click on the plus sign next to Port in the tree view to display the configuration options.

Select the link to the port type you want (for example, Ethernet) to display the Port table.

Click on the Relative Utilization link at the top of the panel to display the Port Uplink Relative Utilization panel.

o o~ w0 D

Click on the Show link. A panel listing the configured uplink utilization lists is displayed:

Port Uplink Relative Utilization
E Uplink Port Menthers | Downlink Port Members _
Delete | Modi |
’:4{11 ‘14‘1,4\-‘11,4\-‘12 y
|

A dd Uplink Relative Utilization

ome][Site M ap][Logout][Save][Frame EnableDizable][TELNET

7. Click on the ID of an uplink utilization list to display utilization percentages for the ports in the list.

Relative Utilization
[Uptink (411
[1100%)
;e 0
4/1200%)

Show Uplink Relative Utilization

ome][Site Map][Logout][Save][Frame EnableDisable][TELNET

This panel displays a graph of the percentage of the uplink’s bandwidth that each of the downlink ports used
during the most recent 30-second port statistics interval.
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Chapter 3

Configuring Quality of Service on a Fastlron Edge
Switch and Fastlron Edge Switch X-Series

This chapter describes how to configure Quality of Service (QoS) on a Fastlron Edge Switch (FES) or a Fastlron
Edge Switch X-Series.

See the appropriate section, as follows:
*  “QoS on a Fastlron Edge Device” on page 3-1

*  “QoS on a Fastlron Edge Switch X-Series” on page 3-8

NOTE: The QoS and ToS-based QoS features described in this chapter apply only to the Fastlron Edge Switch
and Fastlron Edge Switch X-Series. To configure QoS on other devices, see “Configuring Basic Quality of
Service” on page 2-1. To configure ToS-based QoS on JetCore devices, 10 Gigabit Ethernet modules, and VM1
modules, see “Configuring Enhanced Quality of Service” on page 4-1.

QoS on a Fastiron Edge Device

The Fastlron Edge Switch provides the following QoS features:

e Configurable queuing mechanisms

*  Automatic mapping of 802.1p priorities to QoS queues

e 802.1Q support for features such as Voice over IP (VoIP)

e  Configurable reassignment of traffic from one queue to another

*  Prioritization through mapping of DSCP values to hardware forwarding queues (ToS-based QoS)

The Queues
The Fastlron Edge Switch has the following queues:

Table 3.1: QoS Queues

Queue Description

qosp3 The highest priority queue. This queue corresponds to 802.1p prioritization levels 6 and
7 and Foundry priority levels 6 and 7.
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Table 3.1: QoS Queues (Continued)

Queue Description

qosp2 The second-highest priority queue. This queue corresponds to 802.1p prioritization
levels 4 and 5 and Foundry priority levels 4 and 5.

qosp1i The third-highest priority queue. This queue corresponds to 802.1p prioritization levels 2
and 3 and Foundry priority levels 2 and 3.

qosp0 The lowest priority queue. This queue corresponds to 802.1p prioritization levels 0 and 1
and Foundry priority levels 0 and 1.

The queue names listed above are the default names. If desired, you can rename the queues as described in
“Renaming the Queues” on page 3-3".

You can classify packets and assign them to specific queues based on the following criteria:
* Incoming port (also called ingress port)
e Layer 3 and Layer 4 information (IP and TCP/UDP source and destination information)
e  Static MAC entry
*  AppleTalk socket number
See “Assigning QoS Priorities to Traffic” on page 3-5.

In addition, in release 02.0.00 and later, the device automatically maps a packet's DSCP value to a hardware
forwarding queue. See “Type of Service (ToS) Based QoS” on page 3-5.

Queuing Methods

In sofware release 02.0.00 and later, you can configure a Fastlron Edge Switch to use one of the following queuing
methods:

e  Weighted Round Robin — A weighted fair queuing algorithm is used to rotate service among the four queues.
The rotation is based on the weights you assign to each queue. This is the default queuing method and uses
a default set of queue weights. This method rotates service among the four queues, forwarding a specific
number of packets in one queue before moving on to the next one.

The number of packets serviced during each visit to a queue depends on the percentages you configure for
the queues. The software automatically converts the percentages you specify into weights for the queues.

In release 02.0.00 and later, Weighted Round Robin is the default.

NOTE: The weighted round robin method is not supported in releases prior to 02.0.00 and later.

e  Strict Priority — The software assigns the maximum weights to each queue, to cause the queuing mechanism
to serve as many packets in one queue as possible before moving to a lower queue. This method biases the
queuing mechanism to favor the higher queues over the lower queues. For example, strict queuing processes
as many packets as possible in qosp3 before processing any packets in qosp2, then processes as many
packets as possible in qosp2 before processing any packets in qosp1, and so on.

Selecting the Queuing Method

The Fastlron Edge Switch uses the weighted fair queuing method of packet prioritization by default. To change the
method to strict priority or back to weighted fair queuing, use one of the following methods.

USING THE CLI
To change the queuing method from weighted round robin to strict queuing, enter the following commands:

FES4802 Router(config)# qos mechanism strict
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To change the method back to weighted round robin, enter the following command:
FES4802 Router(config)# qos mechanism weighted

Syntax: [no] gos mechanism strict | weighted

Configuring the Queues

Each of the four queues has the following configurable parameters:

e The queue name

e The minimum percentage of a port’s outbound bandwidth guaranteed to the queue

Renaming the Queues

The default queue names are qosp3, qosp2, qosp1, and qosp0. You can change one or more of the names if
desired. To do so, use one of the following methods.

To rename queue qosp3 (the premium queue) to “92-octane”, enter the following commands:
FES4802 Router(config)# qos name gosp3 92-octane

Syntax: qos name <old-name> <new-name>

The <old-name> parameter specifies the name of the queue before the change.

The <new-name> parameter specifies the new name of the queue. You can specify an alphanumeric string up to
32 characters long.

Changing the Minimum Bandwidth Percentages of the Queues

If you are using the weighted round robin mechanism instead of the strict mechanism, you can change the weights
for each queue by changing the minimum percentage of bandwidth you want each queue to guarantee for its
traffic.

By default, the four QoS queues receive the following minimum guaranteed percentages of a port’s total
bandwidth.

Queue Default Minimum Percentage of
Bandwidth

qosp3 75%

qosp2 15%

qosp1 5%

qosp0 5%

When the queuing method is weighted round robin, the software internally translates the percentages into
weights. The weight associated with each queue controls how many packets are processed for the queue at a
given stage of a cycle through the weighted round robin algorithm.

The bandwidth allocated to each queue is based on the relative weights of the queues. Release 02.0.00 enables
you to change the bandwidth percentages allocated to the queues by changing the weights of the queues.

There is no minimum bandwidth requirement for a give queue. For example, queue qosp3 is not required to have
at least 50% of the bandwidth.

To change the bandwidth percentages for the queues, enter a command such as the following. Note that this
example uses the default queue names.

FES4802 Router(config)# qos profile qosp3 65 gosp2 20 qospl 8 qospO 7

Profile qosp3 : PREMIUM bandwidth requested 65% calculated 65%
Profile qosp2 : HIGH bandwidth requested 20% calculated 20%
Profile gospl - NORMAL bandwidth requested 8% calculated 8%

January 2006 © 2006 Foundry Networks, Inc. 3-3



Foundry Enterprise Configuration and Management Guide

Profile qgospO : BEST-EFFORT bandwidth requested 7% calculated 7%

Syntax: [no] qos profile <queue> <percentage> <queue> <percentage> <queue> <percentage>
<queue> <percentage>

Each <queue> parameter specifies the name of a queue. You can specify the queues in any order on the
command line, but you must specify each queue.

The <percentage> parameter specifies a number for the percentage of the device’s outbound bandwidth that is
allocated to the queue.

NOTE: The percentages you enter must equal 100.

NOTE: The Fastlron Edge Switch does not adjust the bandwidth percentages you enter. Biglron QoS does
adjust the bandwidth percentages to ensure that each queue has at least its required minimum bandwidth
percentage. The Fastlron Edge Switch queues do not have a minimum required bandwidth percentage, so
adjustment is unnecessary. For example, queue gosp3 on a Biglron device must have at least 50% of the
bandwidth. There is no such requirement on the Fastlron Edge Switch.

802.1p Support

The Fastlron Edge Switch maps the 802.1p priority value of each packet to one of the device’s four QoS queues.
The following table shows the default incoming mapping.

Priority Level Queue
6,7 qosp3
4,5 qosp2
2,3 qosp1i
0,1 qosp0

By default, all traffic has priority 0. You can assign a higher priority to traffic based on the following:
* Incoming port (sometimes called the ingress port)

e  Static MAC entry

e Layer 3 and Layer 4 information (IP and TCP/UDP source and destination information)

*  AppleTalk socket

See “Assigning QoS Priorities to Traffic” on page 3-5.

In addition, in release 02.0.00 and later the device automatically maps a packet's DSCP value to a hardware
forwarding queue. See “Type of Service (ToS) Based QoS” on page 3-5.

802.1Q Marking

If a packet enters the device on a tagged port, the device prioritizes the packet by mapping its 802.1Q value to a
hardware forwarding queue. If a packet enters the device on an untagged port but is forwarded on a tagged port,
the device tags the packet and adds an 802.1Q value. The 802.1Q value is based on the priority assigned to the
packet as it travels through the device.
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The following table shows the default outgoing mapping.

Queue VLAN Priority Tag
qosp3 6
gosp2 4
qosp1 2
qosp0 0

Assigning QoS Priorities to Traffic

All traffic is in the best-effort queue (qosp0) by default. You can assign traffic to a higher queue based on the
following:

* Incoming port (sometimes called the ingress port)

e  Static MAC entry

e Layer 3 and Layer 4 information (IP and TCP/UDP source and destination information)

e AppleTalk socket

Changing a Port’s Priority

To change the QoS priority of port 1 to the premium queue (qosp3), enter the following commands:

FES4802 Router(config)# interface ethernet 1
FES4802 Router(config-if-1)# priority 7

The device will change the 802.1p priority of traffic received on port 1 to priority 7.
Syntax: [no] priority <num>

The <num> parameter can be from 0 — 7 and specifies the IEEE 802.1 equivalent to one of the four QoS queues.

Viewing QoS Settings

To display the QoS settings for all the queues, enter the following command:

FES4802 Router(config)# show gos-profiles all
bandwidth schedullng mechanism: weighted priority

Profile qosp3 - PREMIUM bandwidth requested 65% calculated 65%
Profile qosp2 : HIGH bandwidth requested 20% calculated 20%
Profile qospl - NORMAL bandwidth requested 8% calculated 8%
Profile qospO : BEST-EFFORT bandwidth requested 7% calculated 7%

Syntax: show qos-profiles all | <name>

The all parameter displays the settings for all four queues. The <name> parameter displays the settings for the
specified queue.

Type of Service (ToS) Based QoS

The Fastlron Edge Switch supports basic ToS-based QoS. Software releases 03.0.00 and later also support
marking of the DSCP value. However, it does not support other advanced ToS-based QoS features as described
in the “Configuring Enhanced Quality of Service” chapter.

In software release 02.0.00 and later, the Fastlron Edge Switch can read Layer 3 Quality of Service (QoS)
information in an IP packet and select a forwarding queue for the packet based on the information. The software
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interprets the value in the six most significant bits of the IP packet header’s 8-bit ToS field as a Diffserv Control
Point (DSCP) value, and maps that value to an internal forwarding priority.

The internal forwarding priorities are mapped to one of the four hardware forwarding queues (qosp0, gosp1,
qosp2, or qosp3). During a forwarding cycle, the device gives more preference to the higher numbered queues,
so that more packets are forwarded from these queues. Queue qosp3 receives the highest preference while
queue qosp0, the best-effort queue, receives the lowest preference.

Type-of-Service (ToS) based QoS is enabled by default.
Enabling ToS-Based QoS

Basic ToS-Based QoS is enabled on the Fastlron Edge Switch by default. To re-enable the feature after it has
been disabled, enter the following command at the global CONFIG level of the CLI:

FES4802 Router(config)# port-priority

Changing the QoS Mappings

You can optionally change the following QoS mappings:

e DSCP —> internal forwarding priority

* Internal forwarding priority — hardware forwarding queue
The mappings are globally configurable and apply to all interfaces.

Default DSCP —> Internal Forwarding Priority Mappings

The DSCP values are described in RFCs 2474 and 2475. Table 3.2 list the default mappings of DSCP values to
internal forwarding priority values.

Table 3.2: Default DSCP to Internal Forwarding Priority Mappings

DSCPvalue | 0-7 8-15 16-23 | 24-31 | 32-41 | 40—-47 | 48-55 | 56 —-63

Internal 0 1 2 3 4 5 6 7
Forwarding
Priority

Notice that DSCP values range from 0 — 63, whereas the internal forwarding priority values range from 0 — 7. Any
DSCP value within a given range is mapped to the same internal forwarding priority value. For example, any
DSCP value from 8 — 15 maps to priority 1.

After performing this mapping, the device maps the internal forwarding priority value to one of the hardware
forwarding queues.

e qosp3 — the highest priority queue

* qosp2 — the second-highest priority queue

e qosp1 —the third-highest priority queue

e gospO0 — the best-effort (lowest priority) queue

Table 3.3 list the default mappings of internal forwarding priority values to the hardware forwarding queues.

Table 3.3: Default Internal Forwarding Priority to Hardware Forwarding Queue Mappings

Internal 0 1 2 3 4 5 6 7
Forwarding
Priority

Forwarding qosp0 qosp0 qosp1i qosp1i qosp2 qosp2 qosp3 qosp3
Queue
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You can change the DSCP -> internal forwarding mappings. You also can change the internal forwarding priority
-> hardware forwarding queue mappings.

Changing the DSCP —> Internal Forwarding Priority Mappings

To change the DSCP —> internal forwarding priority mappings for all the DSCP ranges, enter commands such as
the following at the global CONFIG level of the CLI:

FES4802 Router(config)# qos-tos map dscp-priority 0 2 3 4 to 1
FES4802 Router(config)# qos-tos map dscp-priority 8 to 5
FES4802 Router(config)# gos-tos map dscp-priority 16 to
FES4802 Router(config)# qos-tos map dscp-priority 24 to
FES4802 Router(config)# qos-tos map dscp-priority 32 to
FES4802 Router(config)# qos-tos map dscp-priority 40 to
FES4802 Router(config)# qos-tos map dscp-priority 48 to
FES4802 Router(config)# qos-tos map dscp-priority 56 to
FES4802 Router(config)# ip rebind-acl all

ADWNOND

These commands configure the mappings displayed in the DSCP to forwarding priority portion of the QoS
information display. To read this part of the display, select the first part of the DSCP value from the d1 column and
select the second part of the DSCP value from the d2 row. For example, to read the DSCP to forwarding priority
mapping for DSCP value 24, select 2 from the d1 column and select 4 from the d2 row. The mappings that are
changed by the command above are shown below in bold type.

FES4802 Router(config-if-1)# show qos-tos
...portions of table omitted for simplicity...
DSCP-Priority map: (dscp = di1d2)

2 o 1 2 3 4 5 6 7 8 9

——————— | —

Syntax: [no] qos-tos map dscp-priority <dscp-value> [<dscp-value> ...] to <priority>

The <dscp-value> [<dscp-value> ...] parameter specifies the DSCP value ranges you are remapping. You can
specify up to seven DSCP values in the same command, to map to the same forwarding priority. The first
command in the example above maps priority 1 to DSCP values 0, 2, 3, and 4.

The <priority> parameter specifies the internal forwarding priority.

Changing the Internal Forwarding Priority —> Hardware Forwarding Queue Mappings

To reassign an internal forwarding priority to a different hardware forwarding queue, enter commands such as the
following at the global CONFIG level of the CLI:

Biglron(config)# qos tagged-priority 2 qospO
Syntax: [no] qos tagged-priority <num> <queue>
The <num> parameter can be from 0 — 7 and specifies the internal forwarding priority.

The <queue> parameter specifies the hardware forwarding queue to which you are reassigning the priority. The
default queue names are as follows:

e qosp3
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qosp2

qosp1
qosp0

Viewing ToS-Based QoS Settings

To display configuration information for ToS-based QoS, enter the following command at any level of the CLI.

Syntax: show qos-tos

QoS on a Fastiron Edge Switch X-Series

The Fastlron Edge Switch X-Series provides the following QoS features:

Configurable queuing mechanisms

Automatic mapping of 802.1p priorities to QoS queues

802.1Q support for features such as Voice over IP (VoIP)

Configurable reassignment of traffic from one queue to another

Prioritization through mapping of DSCP values to hardware forwarding queues (ToS-based QoS)

The Queues
The FES X-Series provides the following eight queues.

Queue Description

qgosp7 Priority 7 (highest-priority queue)
qosp6 Priority 6

qosp5s Priority 5

qosp4 Priority 4

qosp3 Priority 3

qosp2 Priority 2

gosp1 Priority 1

qosp0 Priority O (lowest-priority queue)

The queue names listed above are the default names. If desired, you can rename the queues as described in

“Renaming the Queues” on page 3-9.

Queuing Methods

The FES X-Series supports the following queueing mechanisms:

Strict Priority (SP)
Weighted Round Robin (WRR)

The default is WRR.
Strict Priority (SP)

SP ensures service for high priority traffic. To do so, SP services all packets in the high priority queues before
moving to the lower priority queues. SP processes packets in qosp7 before processing any packets in gosp6, then
processes packets in qosp6 before processing any packets in qosp5, and so on.
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Weighted Round Robin (WRR)

WRR ensures that all eight queues are serviced during each cycle. WRR rotates service among all eight queues,
based on the weights assigned to each queue. WRR forwards a specific number of bytes in one queue before
moving on to the next one in a round-robin fashion. This process avoids starvation of the queues.

NOTE: The FES X-Series’ queue cycles are based on bytes. The device services a given number of bytes
(based on the weight) in each queue cycle. Biglron queue cycles are based on packets.

The bytes-based scheme is more accurate compared to a packets-based scheme if there is a large variation in the
size of the packets.

Selecting the Queuing Method

The Fastlron Edge Switch X-Series uses the weighted fair queuing method of packet prioritization by default. To
change the method to strict priority or back to weighted fair queuing, use one of the following methods.

USING THE CLI

To change the queuing method from weighted round robin to strict queuing, enter the following commands:
FESX424 Router(config)# qos mechanism strict

To change the method back to weighted round robin, enter the following commands:

FESX424 Router(config)# qos mechanism weighted

Syntax: [no] gos mechanism strict | weighted

Configuring the Queues

Each of the eight queues has the following configurable parameters:

e The queue name

e The minimum bandwidth percentages for the queues

Renaming the Queues

The default queue names are qosp7, qosp6, qosp5, qosp4, qosp3, qosp2, qosp1, and gqosp0. You can change
one or more of the names if desired.

To rename queue qosp7 (the premium queue) to “91-octane”, enter the following command:
FESX424 Switch(config)# qos name qosp7 91-octane

Syntax: qos name <old-name> <new-name>

The <old-name> parameter specifies the name of the queue before the change.

The <new-name> parameter specifies the new name of the queue. You can specify an alphanumeric string up to
32 characters long.
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Changing the Bandwidth Allocations

To change the bandwidth percentages for the queues, enter commands such as the following. Note that this
example uses the default queue names.

FESX424 Switch(config)# qos profile qosp7 25 qosp6 15 qosp5 12 qosp4 12 qosp3 10
qosp2 10 qospl 10 qospO 6

Profile qosp7 : Priority7 bandwidth requested 25% calculated 25%
Profile gosp6 > Priority6 bandwidth requested 15% calculated 15%
Profile gosp5 > Priority5 bandwidth requested 12% calculated 12%
Profile qosp4 : Priority4 bandwidth requested 12% calculated 12%
Profile qosp3 > Priority3 bandwidth requested 10% calculated 10%
Profile qosp2 > Priority2 bandwidth requested 10% calculated 10%
Profile qgospl : Priorityl bandwidth requested 10% calculated 10%
Profile qgospO > PriorityO bandwidth requested 6% calculated 6%

Syntax: [no] qos profile <queue> <percentage> <queue> <percentage> <queue> <percentage>
<queue> <percentage> <queue> <percentage> <queue> <percentage> <queue> <percentage>
<queue> <percentage>

Each <queue> parameter specifies the name of a queue. You can specify the queues in any order on the
command line, but you must specify each queue.

The <percentage> parameter specifies a number for the percentage of the device’s outbound bandwidth that is
allocated to the queue. The FES X-Series queues require a minimum bandwidth percentage of 3% for each
priority. When jumbo frames are enabled, the minimum bandwidth requirement is 8%. If these minimum values
are not met, QoS may not be accurate.

NOTE: The total of the percentages you enter must equal 100.

NOTE: The FES X-Series does not adjust the bandwidth percentages you enter. Biglron QoS does adjust the
bandwidth percentages to ensure that each queue has at least its required minimum bandwidth percentage.

NOTE: When sFlow is enabled, the FES X-Series supports seven priorities instead of eight. When sFlow is
enabled, Priority 1 is not used. Any values assigned to queue 1 will be directed to queue 0.

802.1p Support

The FES X-Series maps the 802.1p priority value of each packet to one of the device’s eight QoS queues. The
following table shows the default incoming mapping.

Priority Level Queue

qosp7

qosp6

qosps

qosp4

qosp3

N W~ O | N

qosp2

1 qosp1i
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Priority Level Queue

0 qosp0

By default, all traffic has priority 0. You can assign a higher priority to traffic based on the following:
* Incoming port (sometimes called the ingress port)

e  Static MAC entry

e Layer 3 and Layer 4 information (IP and TCP/UDP source and destination information)

In addition, the device automatically maps a packet’'s DSCP value to a hardware forwarding queue. See “Type of
Service (ToS) Based QoS” on page 3-12.

802.1Q Marking

If a packet enters the device on a tagged port, the device prioritizes the packet by mapping its 802.1Q value to a
hardware forwarding queue. If a packet enters the device on an untagged port but is forwarded on a tagged port,
the device tags the packet and adds an 802.1Q value. The 802.1Q value is based on the priority assigned to the
packet as it travels through the device.

The following table shows the default outgoing mapping.

Queue VLAN Priority Tag

qosp7

qosp6

qosp5

qosp4

gosp3

N WA~ OO| O | N

gosp2

qosp1i 1

qosp0 0

Assigning QoS Priorities to Traffic

All traffic is in the lowest-priority queue (qosp0) by default. You can assign traffic to a higher queue based on the
following:

* Incoming port (sometimes called the ingress port)

e  Static MAC entry

e Layer 3 and Layer 4 information (IP and TCP/UDP source and destination information)

Changing a Port’s Priority

To change the QoS priority of port 1 to the highest-priority queue (qosp7), enter the following commands:

FESX424 Switch(config)# interface ethernet 1
FESX424 Switch(config-if-1)# priority 7

The device will assign priority 7 to untagged switched traffic received on port 1.
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Syntax: [no] priority <num>

The <num> parameter can be from 0 — 7 and specifies the IEEE 802.1 equivalent to one of the eight QoS queues.

Viewing QoS Settings

To display the QoS settings for all the queues, enter the following command:

FESX424 Switch(config)# show qos-profiles all
weighted priority

bandwidth scheduling mechanism:

Profile
Profile
Profile
Profile
Profile
Profile
Profile
Profile

qosp7
qosp6
qosp5
qosp4
qosp3
qosp2
qospl
qospO0

: Priority7

: Priority6
> Priority5
> Priority4
: Priority3
: Priority2
: Priorityl
: Priority0

Syntax: show qos-profiles all | <name>

bandwidth
bandwidth
bandwidth
bandwidth
bandwidth
bandwidth
bandwidth
bandwidth

requested
requested
requested
requested
requested
requested
requested
requested

25%
15%
12%
12%
10%
10%
10%

6%

calculated
calculated
calculated
calculated
calculated
calculated
calculated
calculated

25%
15%
12%
12%
10%
10%
10%

6%

The all parameter displays the settings for all eight queues. The <name> parameter displays the settings for the
specified queue.

Type of Service (ToS) Based QoS

The FES X-Series supports basic ToS-based QoS. Basic ToS-based QoS provides prioritization to a packet being
forwarded out the device, by mapping the packet's DSCP value to an internal forwarding priority, which is mapped
to a hardware forwarding queue.

The FES X-Series also supports marking of the DSCP value. However, it does not support other advanced ToS-
based QoS features described in the "JetCore Type of Service (ToS) Based QoS" chapter of the Foundry
Enterprise Configuration and Management Guide.
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Chapter 4
Configuring Enhanced Quality of Service

This chapter applies to the following devices:
e 10 Gigabit Ethernet modules

e JetCore devices

* VM1 modules

Foundry devices can read Layer 2 and Layer 3 Quality of Service (QoS) information in an IP packet and select a
forwarding queue for the packet based on the information. In addition, Foundry devices also can modify the
packet’s QoS information so that the packet’s next hop uses the modified information.

By default, Type-of-Service (ToS) based QoS is disabled.

Basic and Advanced ToS-Based QoS

IP ToS-based QoS offers two levels of support, basic and advanced.

*  Basic — When you globally enable ToS-based QoS, the Foundry device maps a packet’s DiffServ Control
Point (DSCP) value to an internal forwarding priority, and sends the packet to the hardware forwarding queue
that corresponds to the internal forwarding priority.

If the egress port for the packet is an 802.1q tagged port, the device also maps the device’s DSCP value to an
802.1p value and changes the packet’s 802.1p value accordingly.

e Advanced - In addition to globally enabling basic support, you also can enable advanced ToS-based QoS on
individual interfaces. Enabling advanced ToS-based QoS on an interface allows you to specify the trust level
and packet marking used for packets received on that interface. The trust level determines the type of QoS
information the device uses for performing QoS. Marking is the process of changing the packet’'s QoS
information for the next hop. Trust levels and marking are described in detail in “Classification, Marking, and
Scheduling” on page 4-2.

NOTE: You cannot use advanced ToS-based QoS and rate limiting on the same interface.

Basic and advanced ToS-based QoS each map a packet’s QoS value to an internal forwarding priority. The
internal forwarding priorities are mapped to one of the four hardware forwarding queues (qosp0, qosp1, gqosp2, or
gosp3). During a forwarding cycle, the device gives more preference to the higher numbered queues, so that
more packets are forwarded from these queues. Queue qosp3 receives the highest preference while queue
qosp0, the best-effort queue, receives the lowest preference.
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NOTE: For finer control of QoS, use the QoS options for ACLs. Refer to “QoS Options for IP ACLs (Rule-Based
ACLs)” on page 6-44.

QoS Support When IP ToS-Based QoS Is Disabled

When ToS-based QoS is disabled, a packet’s priority can be changed only by directly resetting its internal
forwarding priority as it travels through the system or by using an ACL to explicitly change the priority. (See
“Alternative QoS Methods” on page 4-5.) Otherwise, the packet’s Layer 2 and Layer 3 QoS information is not
examined by the device and does not affect how the packet is forwarded through the device.

Classification, Marking, and Scheduling

The ToS-based QoS process involves the following stages:
e Classification

e Marking

e Scheduling

Classification

Classification is the process of selecting packets on which to perform QoS and reading the QoS information. A
packet can have multiple types of QoS information. The trust level in effect on an interface determines the type of
QoS information the device uses for performing QoS. The trust level can be one of the following:

e Layer 2 CoS — The 802.1p priority in the Ethernet frame. The priority is a value from 0 — 7. The 802.1p
priority is also called the Class of Service (CoS).

NOTE: This trust level is not supported on 10 Gigabit Ethernet modules.

e Layer 3 IP Precedence — The value in the three most significant bits of the IP packet header’s 8-bit ToS field.
The IP Precedence is a value from 0 — 7. The IP Precedence values are described in RFC 791.

e Layer 3 DSCP — The value in the six most significant bits of the IP packet header’s 8-bit ToS field. The DSCP
is the six most significant bits in the IP packet header’s ToS field. The DSCP value is sometimes called the
DiffServ value, and can be from 0 — 63. The DSCP values are described in RFCs 2474 and 2475.

NOTE: Basic ToS-based QoS uses the DSCP trust level and 802.1p marking (see below) by default. For other
trust levels and marking for an interface, you must enable advanced ToS-based QoS on the interface. See
“Enabling Basic ToS-Based QoS” on page 4-7.

Marking

Marking is the process of changing the packet’s QoS information for the next hop. For example, for traffic coming
from a device that does not support DiffServ, you can change the packet’s IP Precedence value into a DSCP value
before forwarding the packet.

You can mark a packet’s Layer 2 CoS value, its Layer 3 DSCP value, or both values. The Layer 2 CoS or DSCP
value the device marks in the packet is the same value that results from mapping the packet’s QoS value into a
Layer 2 CoS or DSCP value.

Marking is optional and is disabled by default. When marking is disabled, the device still performs the mappings
listed in “Classification” for scheduling the packet, but leaves the packet’s QoS values unchanged when the device
forwards the packet.
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NOTE: Starting in software release 07.6.03, the VM1 supports marking of ToS bits. This is the only enhanced-
QoS feature supported on VM1. VM1 does not support basic ToS-based QoS. Also, although the VM1 uses
advanced ToS-based QoS, it does not support ToS-based QoS scheduling.

NOTE: Because of hardware limitations on JetCore modules, if the outbound interface for a packet is an 802.1q
interface (the interface is tagged), the device may change the 802.1p priority of the packet to one value lower, even
if you have not configured marking of this value. This can occur if the packet’s 802.1 priority is odd (1, 3, 5, or 7).
In this case, the device changes the 802.1p priority to the next lower value: 7 is changed to 6, 5 is changed to 4, 3
is changed to 2, and 1 is changed to 0. If the packet's 802.1p priority is an even value, the value is unchanged.
This behavior does not affect the DSCP/ToS value.

Scheduling

Scheduling is the process of mapping a packet to an internal forwarding queue based on its QoS information, and
placing the packet into one of the four hardware forwarding queues for forwarding. The Foundry device maps the
packet’s QoS value into a CoS or DSCP value, then maps that value to an internal forwarding queue. The device
then places the packet in the hardware forwarding queue corresponding to the internal forwarding queue.

You can modify the scheduling by changing the following mappings:
e CoS-—>DSCP

e IP Precedence —> DSCP

e DSCP —->DSCP

e DSCP —> internal forwarding priority

The first three mappings are the same ones described in “Classification” and are applicable for DSCP marking.
The trusted QoS source (CoS, IP Precedence, or DSCP) is mapped to a DSCP value and the packet is marked
with that DSCP value.

The DSCP —> internal forwarding priority mapping is used to translate the results of the first three mappings into a
value that the Foundry device can use to select a hardware forwarding queue. In addition, if the outgoing interface
is an 802.1q tagged interface, the DSCP value is mapped to an 802.1p value and the packet is marked with the
802.1p value.

NOTE: VM1 does not support ToS-based QoS scheduling for IPv4 traffic

NOTE: In the current release, the device schedules a packet by mapping the higher of the packet’s 802.1p or
DSCP/ToS values to one of the hardware forwarding queues. Unless other priority settings change the packet to a
higher queue, the queue sleeted when the packet is received is used for forwarding the packet. A packet’s
forwarding priority (hardware forwarding queue) can be changed to a higher queue but cannot be changed to a
lower queue.

Default QoS Mappings

The Foundry device can map an incoming packet’s CoS (802.1p), IP Precedence, or DSCP value into a DSCP
value, and can map the DSCP value to an internal forwarding priority. The mappings are used for forwarding the
packet to an output queue within the Foundry device and for marking the packet.

The following tables list the default mappings. You can change the mappings if needed. See “Changing the QoS
Mappings” on page 4-8.
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Default CoS —> DSCP Mappings

Table 4.1 list the default mappings of CoS (802.1p) values to DSCP values. These mappings are used if the trust
level is CoS and DSCP marking is enabled.

Table 4.1: Default 802.1p to DSCP Mappings

802.1p 0 1 2 3 4 5 6 7

DSCP value | 0 8 16 24 32 40 48 56

Default IP Precedence —> DSCP Mappings

Table 4.2 list the default mappings of IP precedence values to DSCP values. These mappings are used if the trust
level is IP Precedence and DSCP marking is enabled.

Table 4.2: Default IP Precedence to DSCP Mappings

IP 0 1 2 3 4 5 6 7
precedence
DSCP value | O 8 16 24 32 40 48 56

The device maps the IP precedence value to the lowest value in the DSCP range.
Default DSCP —> DSCP Mappings

By default, the device maps a packet’'s DSCP value to the same DSCP value. For example, if the packet has
DSCP value 63 when the packet is received, the packet still has DSCP value 63 when the packet is placed in the
hardware forwarding queue.

Default DSCP —> Internal Forwarding Priority Mappings

Table 4.3 list the default mappings of DSCP values to internal forwarding priority values.

Table 4.3: Default DSCP to Internal Forwarding Priority Mappings

DSCP value | 0-7 8-15 16-23 | 24-31 | 32—-41 | 40—-47 | 48—-55 | 56 -63

Internal 0 1 2 3 4 5 6 7
Forwarding
Priority

Notice that DSCP values range from 0 — 63, whereas the internal forwarding priority values range from 0 — 7. Any
DSCP value within a given range is mapped to the same internal forwarding priority value. For example, any
DSCP value from 8 — 15 maps to priority 1.

After performing this mapping, the device maps the internal forwarding priority value to one of the hardware
forwarding queues.

e qosp3 — the highest priority queue
e qosp2 — the second-highest priority queue
e qosp1 —the third-highest priority queue

e qgospO0 — the best-effort (lowest priority) queue
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Table 4.4 list the default mappings of internal forwarding priority values to the hardware forwarding queues.

Table 4.4: Default Internal Forwarding Priority to Hardware Forwarding Queue Mappings

Internal 0 1 2 3 4 5 6 7
Forwarding
Priority

Forwarding qosp0 qosp0 qosp1i qosp1i qosp2 qosp2 qosp3 qosp3
Queue

Layer 4 CAM Usage

Basic ToS-based QoS does not use Layer 4 CAM entries. Advanced ToS-based QoS does use Layer 4 CAM
entries of the interface where the feature is enabled. The number of CAM entries used by QoS depends on the
trust level, as listed in Table 4.5.

Table 4.5: Layer 4 CAM Usage

Trust level Number of Layer 4 CAM
entries

CoS 4 per interface

IP Precedence 7 per interface

DSCP 63 per interface

Since advanced ToS-based QoS uses Layer 4 CAM entries, Foundry recommends that you enable advanced ToS-
based QoS on an interface only if required by the type of traffic received on the interface. Other features including
ACLs, PBR, and NAT also require Layer 4 CAM entries.

Using ACLs, PBR, or NAT and IP ToS-Based QoS

You can use ACLs and IP ToS-based QoS on the same interfaces. However, for basic and advanced QoS, if an
interface has an ACL applied to it, the only packets on that interface that are eligible for IP ToS-based QoS are the
packets that match the permit ip any any ACL. A packet that matches any other ACL on the interface is not
eligible for IP ToS-based QoS. This is true regardless of whether the ACLs are used for traffic filtering, for PBR, or
for NAT. Nonetheless, you still can provide QoS for these packets using the ACL options listed in “Alternative QoS
Methods” on page 4-5.

DSCP Processing for Traffic Forwarded by the CPU

In general, most traffic on a Layer 2 Switch or Layer 3 Switch is forwarded in hardware. However, some traffic,
including traffic forwarded on interfaces that have outbound ACLs, is sent to the CPU for forwarding. On a Layer 2
Switch, DSCP mapping (basic ToS-based QoS) is not performed on traffic forwarded by the CPU. DSCP mapping
is performed for traffic forwarded by the CPU on a Layer 3 Switch.

Alternative QoS Methods

If you do not want to enable IP ToS-based QoS, you still can configure the device to prioritize and even mark
packets. When ToS-based QoS is disabled, Foundry devices prioritize IP packets as follows:
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If the packet’s internal forwarding priority is reset directly, the reset priority is used. You can directly reset a
packet’s internal forwarding priority based on any of the following:

*  Incoming port (sometimes called ingress port)

* IP source and destination addresses

e Layer 4 source and destination information (for all IP addresses or specific IP addresses)
e  Static MAC entry

*  AppleTalk socket number

e Layer 2 port-based VLAN membership

e 802.1qtag

Resetting the priority has a local effect only. The priority controls the hardware forwarding queue the device
uses to forward the packet but does not change the contents of the packet’s 802.1p or IP ToS fields. For
information about directly resetting the priority, see “Assigning QoS Priorities to Traffic’ on page 2-11.

This QoS method is available in releases earlier than 07.6.01 as well as in 07.6.01 and later.

If the packet matches an ACL that explicitly sets the priority, the priority specified by the ACL is used. You can
set a packet’s priority using the following ACL options:

e priority — Assigns traffic that matches the ACL to a hardware forwarding queue. In addition to changing
the internal forwarding priority, if the outgoing interface is an 802.1q interface, this option maps the
specified priority to its equivalent 802.1p (CoS) priority and marks the packet with the new 802.1p priority.

* dscp-marking — Marks the DSCP value in the outgoing packet with the value you specify.

If you use an ACL on an interface, ToS-based QoS assumes that the ACLs will perform QoS for all packets
except the packets that match the permit ip any any ACL.

NOTE: These options are new beginning in software release 07.6.01. See “QoS Options for IP ACLs (Rule-
Based ACLs)” on page 6-44.

Configuring ToS-Based QoS

To configure ToS-based QoS, perform the following tasks:

Globally enable basic ToS-based QoS. This is the only required task for basic QoS. The interface-level tasks
are required only if you want to configure advanced QoS features.

Optionally, enable advanced ToS-based QoS on an interface. Once you enable the feature on an individual
interface, you can configure the trust level and marking for traffic that is forwarded on that interface.

*  Optionally, specify the trust level for packets received on the interface.

e Optionally, enable marking of packets received on the interface.

Optionally, change the QoS mappings. You can change the following mappings:
e CoS—DSCP

* IP Precedence —> DSCP

e DSCP —->DSCP

e DSCP —> internal forwarding priority

The mappings are globally configurable and apply to all interfaces.
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Enabling Basic ToS-Based QoS
To enable basic ToS-based QoS, enter the following command at the global CONFIG level of the CLI:

Biglron(config)# port-priority
Biglron(config)# write memory
Biglron(config)# end

Biglron# reload

Syntax: [no] port-priority

This command enables the feature on all interfaces.

NOTE: You must save the configuration and reload the software to place the change into effect. Also, enabling
port-priority changes the source MAC address of all ARP packets to a virtual MAC address.

Enabling Advanced ToS-Based QoS

To enable advanced ToS-based QoS on an interface, enter the following command at the configuration level for the
interface:

Biglron(config-if-1/1)# qos-tos

Syntax: [no] qos-tos

NOTE: You must use this command if you want to configure the trust level or marking.

NOTE: When port priority is enabled, Foundry devices will use the higher of the 802.1p and DSCP priority for its
internal system priority. To override this internal system priority, apply the qos-tos mark cos command on the
interface where advanced ToS-based QoS was enabled. The true internal system priority will then be based on
how the qos-tos trust command is configured on that interface. (See “Specifying the Trust Level” on page 4-7.)

If the port for incoming traffic is a tagged port, then the outgoing 802.1p priority will be the "merged" priority even
though the type of marking configured on the interface is actually lower than the “merged” priority for that port. If
the port for the incoming traffic is an untagged port and the port for outgoing traffic is an 802.1p port, then the
marking configured on these ports will be used. This is useful in the case where the port priority (via priority
command under interface CLI) is higher and the user wants to mark all IP packets with a lower priority. Hence, the
non-IP packets will continue to use the higher 802.1p priority.

Specifying the Trust Level

The trust level specifies where you want the device to get the QoS value for a packet received on the interface.

To set the trust level for an interface to IP Precedence, enter the following command at the configuration level for
the interface:

Biglron(config-if-1/1)# qos-tos trust ip-prec
Syntax: [no] qos-tos trust cos | ip-prec | dscp
The cos | ip-prec | dscp parameter specifies the trust level.

e cos — The device uses the 802.1p (CoS) priority value in the packet’s Ethernet frame header. Use this trust
option when you plan to mark the packet's DSCP value based on the incoming 802.1p value.

NOTE: This trust level is not supported on 10 Gigabit Ethernet modules.

e ip-prec — The device uses the three most-significant bits in the packet’s ToS field and interprets them as an IP
precedence value. Use this trust option when the incoming packet is from a device that does not support
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DSCP and you need to mark the packet for QoS on DSCP devices.

* dscp — The device uses the six most-significant bits in the packet’s ToS field and interprets them as a DSCP
value. This is the default.

Enabling Marking

Marking changes the value of an outbound packet’s 802.1p priority field, ToS field, or both to match the results of
the QoS mappings performed by the Foundry device. When you enable marking on an interface, the marking
applies to packets that enter the device through that interface.

To enable marking on an interface, enter a command such as the following at the configuration level for the
interface:

Biglron(config-if-1/1)# qos-tos mark cos

This command enables marking of the 802.1p field in the Ethernet frame.
Syntax: [no] qos-tos mark cos | dscp

The cos | dscp parameter specifies the type of marking.

e cos — The device changes the outbound packet’s 802.1p priority value to match the results of the device’s
QoS mapping from the specified trust level.

* dscp — The device changes the outbound packet’s DSCP value to match the results of the device’s QoS
mapping from the specified trust level.

Changing the QoS Mappings

The Foundry device maps a packet’s 802.1p, IP Precedence, or DSCP value into a DSCP value, and maps that
DSCP value to an internal forwarding priority. The default mappings are listed in “Default QoS Mappings” on
page 4-3. To change QoS mappings, use the commands described in the following sections.

NOTE: The mappings are globally configurable and apply to all interfaces.

NOTE: To place a mapping change into effect, you must enter the ip rebind-acl all command at the global
CONFIG level of the CLI after making the mapping change. This applies to mappings that are configured using
the qos-tos map command.

Changing the CoS —> DSCP Mappings
The CoS —> DSCP mappings are used if the trust level is CoS and DSCP marking is enabled.

To change the CoS —> DSCP mappings, enter commands such as the following at the global CONFIG level of the
CLlI:

Biglron(config)# qos-tos map cos-dscp 0 33 25 49 17 7 55 41
Biglron(config)# ip rebind-acl all

This command configures the mappings displayed in the COS-DSCP map portion of the QoS information display.
Biglron(config-if-1/1)# show qos-tos
...portions of table omitted for simplicity...

COS-DSCP map:

COS: 01234567

dscp: 0 33 25 49 17 7 55 41

Syntax: [no] qos-tos cos-dscp <dscp0> <dscp1> <dscp2> <dscp3> <dscp4> <dscp5> <dscpb6> <dscp7>
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The <dscp1> ... <dscp8> parameters specify the DSCP values you are mapping to the eight CoS values. You
must enter DSCP values for all eight CoS values, in order from CoS value 0 — 7.

Changing the IP Precedence —> DSCP Mappings
The IP precedence — DSCP mappings are used if the trust level is IP Precedence and DSCP marking is enabled.

To change the IP precedence — DSCP mappings, enter commands such as the following at the global CONFIG
level of the CLI:

Biglron(config)# gos-tos map ip-prec-dscp 0 32 24 48 16 8 56 40
Biglron(config)# ip rebind-acl all

This command configures the mappings displayed in the IP Precedence-DSCP map portion of the QoS
information display.

Biglron(config-if-1/1)# show gos-tos
...portions of table omitted for simplicity...
IP Precedence-DSCP map:

ip-prec: 0 1 2 3 4 5 6 7

For information about the rest of this display, see “Displaying Configuration Information” .
Syntax: [no] qos-tos map ip-prec-dscp <dscp1> <dscp2> <dscp3> <dscp4> <dscp5> <dscpb6> <dscp7> <dscp8>

The <dscp1> ... <dscp8> parameters specify the DSCP values you are mapping to the IP precedence values. You
must enter DSCP values for all eight IP precedence values, in order from IP precedence value 0 — 7.

Changing the DSCP —> DSCP Mappings

To change a DSCP —> DSCP mapping, enter a command such as the following at the global CONFIG level of the
CLI:

Biglron(config)# qos-tos map dscp-dscp 0 10
Biglron(config)# ip rebind-acl all

This command changes the mapping of DSCP value 0 from 0 to 10.

Syntax: [no] qos-tos map dscp-dscp <old-dscp-value> [<old-dscp-value>...]
to <new-dscp-value> [<new-dscp-value>...]

You can change up to eight DSCP values in the same commend. Make sure you enter the old values and their
new values in the same order.

Changing the DSCP —> Internal Forwarding Priority Mappings

To change the DSCP —> internal forwarding priority mappings for all the DSCP ranges, enter commands such as
the following at the global CONFIG level of the CLI:

Biglron(config)# qos-tos map dscp-priority 0 2 3 4 to 1
Biglron(config)# gos-tos map dscp-priority 8 to 5
Biglron(config)# qos-tos map dscp-priority 16 to
Biglron(config)# qos-tos map dscp-priority 24 to
Biglron(config)# qos-tos map dscp-priority 32 to
Biglron(config)# qos-tos map dscp-priority 40 to
Biglron(config)# qos-tos map dscp-priority 48 to
Biglron(config)# qos-tos map dscp-priority 56 to
Biglron(config)# ip rebind-acl all

DW~NON DS

These commands configure the mappings displayed in the DSCP to forwarding priority portion of the QoS
information display. To read this part of the display, select the first part of the DSCP value from the d1 column and
select the second part of the DSCP value from the d2 row. For example, to read the DSCP to forwarding priority
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mapping for DSCP value 24, select 2 from the d1 column and select 4 from the d2 row. The mappings that are
changed by the command above are shown below in bold type.

Biglron(config-if-1/1)# show gos-tos
...portions of table omitted for simplicity...

DSCP-Priority map: (dscp = di1d2)

2] o0 1 2 3 4 5 6 7 8 9
di |
_____ e
o ] 1 o 1 1 1 0O O 0 5 1
1 16 1 1 1 1 1 4 2 2 2
2 | 2 2 2 2 2 3 3 3 3 3
3 | 3 3 0 4 4 4 4 4 4 4
4 | 7 5 5 5 5 5 5 5 3 6
5 | 6 6 6 6 6 6 6 7 7 7
6 | 7 7 7 7

For information about the rest of this display, see “Displaying Configuration Information” on page 4-11.
Syntax: [no] qos-tos map dscp-priority <dscp-value> [<dscp-value> ...] to <priority>

The <dscp-value> [<dscp-value> ...] parameter specifies the DSCP value ranges you are remapping. You can
specify up to seven DSCP values in the same command, to map to the same forwarding priority. The first
command in the example above maps priority 1 to DSCP values 0, 2, 3, and 4.

The <priority> parameter specifies the internal forwarding priority.
Changing the Internal Forwarding Priority —> Hardware Forwarding Queue Mappings

To reassign an internal forwarding priority to a different hardware forwarding queue, enter a command such as the
following at the global CONFIG level of the CLI:

Biglron(config)# qos tagged-priority 2 qospO
Syntax: [no] qos tagged-priority <num> <queue>
The <num> parameter can be from 0 — 7 and specifies the internal forwarding priority.

The <queue> parameter specifies the hardware forwarding queue to which you are reassigning the priority. The
default queue names are as follows:

e qosp3
e qgosp2
e qospi
e qosp0
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Displaying Configuration Information

To display configuration information, enter the following command at any level of the CLI:

Biglron(config)# show gos-tos

Interface QoS , Marking and Trust Level:

i/f | QoS | Mark |
——————— ot
1 | No | No |
2 | No | No |
3 | No | No |
4 | No | No |
5 | No | No |
6 | No | No |
7 | No | No |
8 | No | No |
9 | No | No |
10 | No | No |
... <lines omitted for brevity>
49 | No | No |
50 | No | No |
veb | No | No |
ve8 | No | No |
vel8 | No | No |
ve22 | No | No |
COS-DSCP map:

COS: 01234567

dscp: 0 8 16 24 32 40 48 56

Trust-Level

L2
L2
L2
L2
L2
L2

CoS
CoS
CoS
CoS
CoS
CoS
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IP Precedence-DSCP map:

ip-prec: 01234567

dscp: 0 8 16 24 32 40 48 56

DSCP-Priority map: (dscp = di1d2)

d2] 012 3 4

——————— - —

DSCP-DSCP map:

——————— - —

012

10
20
30
40
50
60

11
21
31
41
51
61

3456789

Syntax: show gos-tos

13 14 15 16 17 18 19
23 24 25 26 27 28 29
33 34 35 36 37 38 39
43 44 45 46 47 48 49
53 54 55 56 57 58 59

This command shows the following information.

Table 4.6: ToS-Based QoS Configuration Information

This Field...

Displays...

Interface QoS, Marking and Trust Level information

i/f

The interface

QoS

The state of ToS-based QoS on the interface. The state can be one of
the following:

. No — Disabled
¢ Yes— Enabled

Mark

The marking type enabled on the interface. The marking type can be
any of the following:

¢ COS - CoS marking is enabled.
¢ DSCP — DSCP marking is enabled.

* No — Marking is not enabled.
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Table 4.6: ToS-Based QoS Configuration Information (Continued)

This Field...

Displays...

Trust-Level

The trust level enabled on the interface. The trust level can be one of
the following:

e DSCP
. IP Prec
e L2CoS

CoS-DSCP map

COSs

The CoS (802.1p) values.

dscp

The DSCP values to which the device maps the CoS values above.

IP Precedence-DSCP map

ip-prec and dscp

The IP precedence -> DSCP mappings that are currently in effect.

DSCP-Priority map

d1 and d2

The DSCP -> forwarding priority mappings that are currently in effect.

DSCP-DSCP map

d1 and d2

The DSCP -> DSCP mappings that are currently in effect.
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Chapter 5
Layer 2 ACLs

NOTE: This feature is available on the following devices:

*  Devices with JetCore modules running Service Provide software release 09.1.00 or later
*  Biglron MG8 and Netlron 40G running software release 02.1.00 and later

*  Netlron IMR 640 running software release 02.0.02 and later

*  Devices with JetCore modules running Enterprise software release 08.0.00 and later

Layer 2 Access Control Lists (ACLs) filter incoming traffic based on Layer 2 MAC header fields in the Ethernet/
IEEE 802.3 frame. Specifically, Layer 2 ACLs filter incoming traffic based on any of the following Layer 2 fields in
the MAC header:

e Source MAC address and source MAC mask

* Destination MAC address and destination MAC mask
e VLANID

e  Ethernet type

The Layer 2 ACL feature differs from the existing software-based MAC address filters. MAC address filters use the
CPU to filter traffic; therefore, performance is limited by the CPU’s processing power. Layer 2 ACLs are
implemented in JetCore hardware and can thus filter traffic at line-rate speed.

Filtering Based on Ethertype

For JetCore devices:

JetCore Layer 2 ACLs can filter traffic based on protocol types of a frame. Depending on the type of traffic to filter,
you can select a specific Ethertype (etype) on which to filter. There are different etypes for IP and IPX traffic,
which provides flexibility to filter on packet details that are beyond Layer 2. For a list of the etypes supported with
Layer 2 ACLs, see “Configuring Layer 2 ACLs” on page 5-3.

For each Layer 2 ACL etype entry bound to a port, a Content Addressable Memory (CAM) entry is written to the
corresponding CAM. You can conserve CAM space by configuring only the Layer 2 ACLs needed. For instance, to
filter only IPV4-Len-5 traffic, specify that particular etype. This results in one CAM entry. Configuration examples
are provided in the section “Configuring Layer 2 ACLs” on page 5-3
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For the Biglron MG8 and Netiron 40G:

In release 02.1.00 for the Biglron MG8 and Netlron 40G, you can configure Layer 2 ACLs to use the etype
argument to filter on the following etypes:

e IPv4-15 (Etype=0x0800, IPv4, HeaderLen 20 bytes)
*  ARP (Etype=0x0806, IP ARP)
* |IPv6 (Etype=0x86dd, IP version 6)

For the Netiron IMR 640

In release 02.0.02 for the Netlron IMR 640, you can configure L2 ACLs to use the etype argument to filter on the
following etypes (Ethertype):

e arp—The IP ARP Ethertype.

* ipv4 —The IP version 4 Ethertype with header length= 20 bytes.

* ipv6 —The IP version 6 Ethertype.

Syntax: [no] access-list <num> permit | deny any any any etype [arp | ipv4-L5 | ipv6]

The <num> parameter indicates the ACL number and must be from 400 to 499.

The etype parameter indicates that you are filtering on Layer 2 Ethertypes.

The arp parameter directs the ACL to permit or deny based upon the IP ARP Ethertype (Etype=0x0806).

The ipv4-L5 parameter directs the ACL to permit or deny based upon the IP version 4 Ethertype (Etype=0x0800).
The ipv6 parameter directs the ACL to permit or deny based upon the IP version 6 Ethertype (Etype=0x96DD).

Configuration Rules and Notes

For JetCore Devices

*  You cannot bind Layer 2 ACLs and IP ACLs to the same port. However, you can configure one port on the
device to use Layer 2 ACLs and another port on the same device to use IP ACLs.

e You cannot bind a Layer 2 ACL to a virtual interface.

e The Layer 2 ACL feature cannot perform SNAP and LLC encapsulation type comparisons. To implement
these features, use MAC address filters. You can bind MAC filters and Layer 2 ACLs on the same port,
however, the device will process the traffic in software instead of in hardware.

*  When MAC address filters and Layer 2 ACLs are enabled on the same port, MAC address filter processing
precedes Layer 2 ACL processing; the device either forwards or drops the traffic based on the MAC filter
policies, and the traffic is not subject to Layer 2 ACL processing.

e By default, when Layer 2 ACLs are enabled on a port, the device filters traffic in hardware. However, when
other CPU-based features, such as Net-flow and Adaptive-Rate-Limiting are also enabled on the port, traffic
is sent to the CPU for additional processing and the Layer 2 ACLs are also processed in software. Note that
the performance in this case is limited by the CPU cycles.

* By default, the device processes broadcast traffic in software. Filtering of broadcast packets is not handled by
the hardware.

*  You can use Layer 2 ACLs to block management access to the Foundry device. For example, you can use a
Layer 2 ACL clause to block a certain host from establishing a connection to the device through Telnet.

For the Biglron MG8 and Netiron 40G

You can configure Layer 2 ACLs on Biglron MG8 and Netlron 40G software running software release release
02.1.00 and later

*  You cannot bind Layer 2 ACLs and IP ACLs to the same port. However, you can configure one port on the
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device to use Layer 2 ACLs and another port on the same device to use IP ACLs.
*  You cannot bind a Layer 2 ACL to a virtual interface.

e By default, when Layer 2 ACLs are enabled on a port, the device filters traffic in hardware.

Configuring Layer 2 ACLs

Configuring a Layer 2 ACL is similar to configuring standard and extended ACLs. Layer 2 ACL table IDs range
from 400 to 499, for a maximum of 100 configurable Layer 2 ACL tables. Within each Layer 2 ACL table, you can
configure from 64 (default) to 256 clauses. Each clause or entry can define a set of Layer 2 parameters for
filtering. Once you completely define a Layer 2 ACL table, you must bind it to the interface for filtering to take
effect.

The Foundry device evaluates traffic coming into the port against each ACL clause. When a match occurs, the
device takes the corresponding action. Once a match entry is found, the device either forwards or drops the traffic,
depending upon the action specified for the clause. Once a match entry is found, the device does not evaluate the
traffic against subsequent clauses.

By default, if the traffic does not match any of the clauses in the ACL table, the device drops the traffic. To override
this behavior, specify a “permit any any...” clause at the end of the table to match and forward all traffic not
matched by the previous clauses.

NOTE: Use precaution when placing entries within the ACL table. The Layer 2 ACL feature does not attempt to
resolve conflicts and assumes you know what you are doing.

Configuration Considerations
When configuring Layer 2 ACLs, consider the following:
* Layer 2 ACLs are not supported on virtual routing interfaces.

*  You cannot edit or modify an existing Layer 2 ACL clause. If you want to change the clause, you must delete it
first, then re-enter the new clause.

*  You cannot add remarks to a Layer 2 ACL clause.

Creating a Layer 2 ACL Table
You create a Layer 2 ACL table by defining a Layer 2 ACL clause.

To create a Layer 2 ACL table, enter commands (clauses) such as the following at the Global CONFIG level of the
CLI. Note that you can add additional clauses to the ACL table at any time by entering the command with the
same table ID and different MAC parameters.

Example for JetCore devices:

Netlron4000(config)# access-list 400 deny any any any etype appletalk
Netlron4000(config)# access-list 400 deny any any any etype ipx-raw
Netlron4000(config)# access-list 400 deny any any any etype ipx-shap
Netlron4000(config)# access-list 400 deny any any any etype ipx-1lc
Netlron4000(config)# access-list 400 permit any any 100

This configuration creates a Layer 2 ACL with an ID of 400. When applied to an interface, this Layer 2 ACL table
will deny all AppleTalk and IPX traffic, and permit all other traffic in VLAN 100.

Example for the Biglron MG8 and Netlron 40G:

Biglron MG8(config)# access-list 400 deny any etype arp
Biglron MG8(config)# access-list 400 permit any any 100

This configuration creates a Layer 2 ACL with an ID of 400. When applied to an interface, this Layer 2 ACL table
will deny all ARP traffic and permit all other traffic in VLAN 100.
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For more examples of valid Layer 2 ACL clauses, see “Example Layer 2 ACL Clauses” on page 5-5.

Syntax: [no] access-list <num> permit | deny <src-mac> <mask> | any <dest-mac> <mask> | any [<vlan-id> | any
[etype <etype-str>] [log-enable]]

The <num> parameter specifies the Layer 2 ACL table that the clause belongs to. The table ID can range from 400
to 499. You can define a total of 100 Layer 2 ACL tables.

The permit | deny argument determines the action to be taken when a match occurs.

The <src-mac> <mask> | any parameter specifies the source MAC address. You can enter a specific address and
a comparison mask or the keyword any to filter on all MAC addresses. Specify the mask using F’s and zeros. For
example, to match on the first two bytes of the address aabb.ccdd.eeff, use the mask ffff.0000.0000. In this case,
the clause matches all source MAC addresses that contain “aabb” as the first two bytes and any values in the
remaining bytes of the MAC address. If you specify any, you don’t need to specify a mask and the clause matches
on all MAC addresses.

The <dest-mac> <mask> | any parameter specifies the destination MAC address. The syntax rules are the same
as those for the <src-mac> <mask> | any parameter.

The optional <vlan-id> | any parameter specifies the vlan-id to be matched against the vlan-id of the incoming
packet. You can specify any to ignore the vlan-id match.

The optional etype <etype-str> argument specifies the Ethernet type field of the incoming packet in order for a
match to occur.

The <etype-str> for the JetCore devices can be one of the following keywords:

e |PV4 (Etype=0x0800, IP version 4)

e |PV4-Len-5 (Etype=0x0800, IPV4, HeaderLen 20 bytes)

* IPV4-IGMP (Etype=0x0800, IPV4, Protocol=2)

e |PV4-IGMP-Len-5 (Etype=0x0800, IPV4-L5, Protocol=2)

e  ARP (Etype=0x0806, IP ARP)

* |PX-Raw (Etype<1536, DSAP-SSAP = OxFFFF)

e |PX-LLC (Etype<1536, DSAP-SSAP = OxEOEO0)

e IPX-SNAP (Etype<1536, DSAP-SSAP = 0xAAAA_03, Snap_Etype=0x8137)
e IPX-8137 (Etype=0x8137)

* AppleTalk (Etype<1536, DSAP-SSAP = 0xAAAA_03, Snap_Etype=0x809B)
e Apple Talk ARP (Etype<1536, DSAP-SSAP = 0xAAAA_03, Snap_Etype=0x80F3)
* Net Bios (Etype<1536, DSAP-SSAP = OxFOF0/0xFOF1)

* |P SNAP (Etype<1536, DSAP-SSAP = 0xAAAA_03, Snap_Etype=0x0800)

* |PV6 (Etype=0x86DD, IP version 6)

The <etype-str> for the Biglron and Netlron 40G running software release 02.1.00 and later can be one of the
following keywords:

e IPv4-15 (Etype=0x0800, IPv4, HeaderLen 20 bytes)
e ARP (Etype=0x0806, IP ARP)
* |Pv6 (Etype=0x86dd, IP version 6)

The optional <log-enable> parameter enables the logging mechanism. The device accepts this command only
when a deny clause is configured. When you enable logging for a Layer 2 ACL, all traffic matching the clause is
sent to the CPU for processing and traffic is denied by the CPU. The CPU creates a log entry for the first packet
that is denied and once every 10 seconds thereafter. The logging mechanism includes sending SNMP traps and
log messages to the Syslog servers and writing the log entry to the log buffer on the device.
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In addition, for the Biglron MG8 and Netlron 40G, if specified with a ‘permit’ action, the log-enable keyword is
ignored and the user is warned that he cannot log permit traffic.

NOTE: Traffic denied by the implicit deny mechanism is not subject to logging. The implicit deny mechanism
kicks in when the traffic does not match any of the clauses specified and there is no permit any any clause
specified at the end.

Use the [no] parameter to delete the Layer 2 ACL clause from the table. When all clauses are deleted from a table,
the table is automatically deleted from the system.

Example Layer 2 ACL Clauses

The following shows some examples of valid Layer 2 ACL clauses for JetCore devices:

Netlron4000(config)# access-list 400 permit any any

Netlron4000(config)# access-list 400 permit any any log-enable
Netlron4000(config)# access-list 400 permit any any 100

Netlron4000(config)# access-list 400 permit any any 100 log-enable
Netlron4000(config)# access-list 400 permit any any any

Netlron4000(config)# access-list 400 permit any any any log-enable
Netlron4000(config)# access-list 400 permit any any 100 etype ipv4
Netlron4000(config)# access-list 400 permit any any 100 etype ipv4 log-enable

The following shows an example of a valid Layer 2 ACL clause for the Biglron and Netlron 40G:

Biglron MG8(config)# access-list 400 permit any any 100 etype ipv4

Inserting and Deleting Layer 2 ACL Clauses

You can make changes to the Layer 2 ACL table definitions without unbinding and rebinding the table from an
interface. For example, you can add a new clause to the ACL table, delete a clause from the table, delete the ACL
table, etc.

Binding a Layer 2 ACL Table to an Interface

To enable Layer 2 ACL filtering, bind the Layer 2 ACL table to an interface. Enter a command such as the
following at the Interface level of the CLI:

Netlron4000(config)# int e 4/12
Netlron4000(config-int-el100-4/12)# mac access-group 400 in

Syntax: [no] mac access-group <nums in

The <num> parameter specifies the Layer 2 ACL table ID to bind to the interface. Enter 400-499.

Increasing the Maximum Number of Clauses per Layer 2 ACL Table

You can increase the maximum number of clauses configurable within a Layer 2 ACL table. You can specify a
maximum of 256 clauses per table. The default value is 64 clauses per table.

To increase the maximum number of clauses per Layer 2 ACL table, enter a command such as the following at the
Global CONFIG level of the CLI:

Netlron4000(config)# system-max 12-acl-table-entries 200
Syntax: system-max I2-acl-table-entries <max>

The <max> parameter specifies the maximum number of clauses per Layer 2 ACL. Enter a value from 64 to 256.
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Viewing Layer 2 ACLs

Use the show access-list command to monitor configuration and statistics and to diagnose Layer 2 ACL tables.
The following shows an example output.

Netlron 4000(config)# show access-list 400

L2 MAC Access List 400:
permit any any 100 etype ipv4
deny any any any etype appletalk
deny any any any etype ipx-raw
deny any any any etype ipx-shap
deny any any any etype ipx-llc

Biglron MG8(config)# show access-list 400

L2 MAC Access List 400:
permit any any 100 etype ipv4
deny any any any etype arp

Syntax: show access-list <num>

The <num> parameter specifies the Layer 2 ACL table ID.

Example of Layer 2 ACL Deny by MAC Address (Release 02.1.00 for the Biglron
MG8 and Netlron 40G)

In the following example, an ACL is created that denies all traffic from the host with the MAC address
0012.3456.7890 being sent to the host with the MAC address 0011.2233.4455.

Biglron MG8(config)# access-list 401 deny 0012.3456.7890 ffff.fFfff_ffff
0011.2233.4455 fFff_fFff_ffff
Biglron MG8(config)# access-list 401 permit any any

Using the mask, you can make the access list apply to a range of addresses. For instance if you changed the
mask in the previous example from 0012.3456.7890 to ffff.ffff.fff0, all hosts with addresses from 0012.3456.7890
to 0012.3456.789f would be blocked. This configuration for this example is shown in the following:

Biglron MG8(config)# access-list 401 deny 0012.3456.7890 ffff.ffff_fffe
0011.2233.4455 Ffff_fFff_ffff
Biglron MG8(config)# access-list 401 permit any any
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Chapter 6
Access Control List

This chapter discusses Foundry’s IP Access Control List (ACL) feature, which enables you to filter traffic based on
the information in the IP packet header. Depending on the Foundry device, the device may also support Layer 2
ACLs, which filter traffic based on Lay 2 MAC header fields. For details on Layer 2 ACLs, see “Layer 2 ACLs” on
page 5-1.

You can use IP ACLs to provide input to other features such as route maps, distribution lists, rate limiting, and
BGP. When you use an ACL this way, use permit statements in the ACL to specify the traffic that you want to send
to the other feature. If you use deny statements, the traffic specified by the deny statements is not supplied to the
other feature. Also, if you use an ACL in a route map and you use a wildcard character as the source IP address,
make sure you apply the route map to interfaces, not globally. Otherwise, a loop can occur. See the chapters for
a specific feature for information on using ACLs as input to those features.

This chapter presents the following sections:

e  “How Foundry Devices Process ACLs” on page 6-2

e “Disabling or Re-Enabling Access Control Lists (ACLs)” on page 6-7

e “Default ACL Action” on page 6-9

*  “Types of IP ACLs” on page 6-9

e  “ACL IDs and Entries” on page 6-9

e  “ACL Entries and the Layer 4 CAM” on page 6-11

e  “Configuring Numbered and Named ACLs” on page 6-14

*  “Modifying ACLs” on page 6-29

* “Inserting, Deleting, and Replacing ACL Entries” on page 6-33

*  “Applying an ACLs to Interfaces” on page 6-39

e “ACL Logging” on page 6-40

*  “QoS Options for IP ACLs (Rule-Based ACLs)” on page 6-44

*  “Dropping All Fragments That Exactly Match a Flow-Based ACL’ on page 6-48
e “Enabling ACL Duplication Check on Terathon Devices” on page 6-48

e “ACL Accounting for the Netlron IMR 640" on page 6-48

e “Enabling ACL Filtering of Fragmented Packets” on page 6-51

*  “Enabling Hardware Filtering for Packets Denied by Flow-Based ACLs” on page 6-54
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e “Enabling Strict TCP or UDP Mode for Flow-Based ACLs” on page 6-55

e “Filtering on IP Precedence and ToS Values of Flow-Based ACLs” on page 6-58

e “ACL Filtering for Traffic Switched Within a Virtual Routing Interface” on page 6-58
e “Using Flow-Based ACLs to Filter ARP Packets” on page 6-59

e “ACLs and ICMP” on page 6-61

e “Using ACLs and NAT on the Same Interface (Flow-Based ACLs)” on page 6-65

e “Troubleshooting Rule-Based ACLs” on page 6-66

How Foundry Devices Process ACLs

There are two ways that ACLs are processed in Foundry devices: in software and in hardware.

Flow-based ACLs

Some Foundry process traffic that ACLs filter in software or CPU are called flow-based ACLs in this document.
This type of ACL is also referred to as flow-based or CPU-based ACLs. Flow-based ACLs are useful when a very
large number of unique ACLs are defined and these ACLs exceed the Content Addressable Memory (CAM)
memory of a given module, but a subset of the defined ACLs will be used at any given time on a module. Table 6.1
lists the products and software releases that support flow-based ACLs.

Table 6.1: Flow-based ACL Support

Product Software Releases

Fastlron 4802 Software releases prior to 07.6.01 support
flow-based ACLs only.

Starting with release 07.6.01, you can
configure an interface to use flow-based or
rule-based ACL mode.

Fastlron Edge Switch (FES) 01.0.00 and later
Devices that have IronCore modules All
Devices that have JetCore modules Software releases prior to 07.6.01 support

flow-based ACLs only.

Starting with release 07.6.01, you can
configure an interface to use flow-based or
rule-based ACL mode.

Flow-based ACLs work as follows:

When the device receives an IP packet, the device checks the receiving port's ACL CAM entries for an entry with
the same address information as the packet.

* Ifthe CAM contains a matching entry, the device takes the action specified by the entry (permit or deny).

NOTE: In flow-based ACLs, CAM entries are not programmed when you apply an ACL to an interface. CAM
entries are created by the CPU when a a permit claus in the ACL bound the interface, as described below.
The Layer 4 CAM entries programmed by the CPU for ACL matches age out if unused for 70 seconds.
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NOTE: The CAM can contain entries for ACLs with deny actions only if you enable this support by entering
the hw-drop-acl-denied-packet command.

If the CAM does not contain a matching entry, the device sends the packet to the CPU for ACL comparison.

* |f the packet matches an ACL applied to inbound traffic on the port and the ACL has the permit action,
the CPU programs an ACL permit entry into the Layer 4 CAM for the port that received the packet. The
CAM entry contains the packet's address information. All subsequent packets from this flow will match
the CAM and are forwarded in hardware.

* If the packet matches an ACL applied to inbound traffic on the port and the ACL has the deny action, the
CPU drops the packet but does not program an entry into the Layer 4 CAM, unless you have enabled the
CPU to do so by entering the hw-drop-acl-denied-packet command.

e If the packet does not match any of the inbound ACLs on the interface (and therefore matches an implicit
deny ip any any), the CPU drops the packet. The CPU does not program an entry into the Layer 4 CAM,
unless you have enabled the CPU to do so by entering the hw-drop-acl-denied-packet command.

If the packet’s outbound interface has an ACL applied to the outbound traffic direction, the device sends the
packet to the CPU for filtering and either drops the packet or forwards the packet on the outbound interface,
depending on the results of the ACL comparison.

Configuration Guidelines for Flow-Based ACLs

Refer to the following guidelines when configuring flow-based ACLs.

For optimal performance, apply deny ACLs to inbound ports instead of outbound ports. This way, traffic is
dropped as it tries to enter the Foundry device, instead of being dropped after it has been forwarded internally
to the outbound port.

Outbound ACLs do not filter broadcast traffic or any traffic (including ICMP replies) generated by the Foundry
device itself.

You cannot use ACLs to filter based on MAC information or Quality of Service (QoS) information.

To filter based on MAC information, see the “Defining MAC Address Filters” section in the “Configuring Basic
Features” chapter of the Foundry Switch and Router Installation and Basic Configuration Guide.
To filter based on QoS information, see “Assigning IP and Layer 4 Sessions to Priority Queues” on page 2-18.

On Layer 3 Switches, ACLs do not apply to traffic that is switched between one port and another in the same
VLAN.

ACLs on broadcast, multicast, and unknown unicast traffic on outbound ACL is not supported.

On the Fastlron Backbone switch, management access ACLs are supported, but packet forwarding ACLs are
not supported.

Rule-Based ACLs

Some Foundry devices process the traffic that ACLs filter in hardware. This document refers to this type of ACLs
as rule-based ACLs. This type of ACL is also called rule-based ACL. These ACLs are programmed into hardware
at startup or as a new ACL is entered. Table 6.2 lists the products and software releases that support rule-based

ACLs.
Table 6.2: Rule-Based ACL Support
Product Software Releases
Devices with 10-Gigabit Ethernet modules 07.6.01 and later®
Fastlron 4802 07.6.01 and later?
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Table 6.2: Rule-Based ACL Support

Product Software Releases
Fastlron Edge Switch (FES) X-Series 01.0.00 and later®
Devices with JetCore modules 07.6.01 and later®
Netlron 40G® 01.0.00 and later
Biglron MG8&° 01.0.00 and later
Netlron IMR 640 02.0.02 and later

a. Starting with release 07.6.01, you can configure an interface to use flow-based or rule-based
ACL mode.

b. The FES X-Series supports rule-based ACLs only. It does not support flow-based ACLs.

c. Beginning with Biglron MG8 software release 02.0.02 and Netlron 40G software release
02.0.01, IPv4, IPv6, and Outbound IPv4 ACLs are supported on certain interface modules. See

the “Support for Software Features by TCAM Version Installed” section in the “Product Overview”
chapter of the Foundry Biglron Mg8 Switch Installation and Basic Configuration Guide.

Rule-based ACLs program the ACL entries you assign to an interface into Content Addressable Memory (CAM)
space allocated for the port(s). Devices that use rule-based ACLs program the ACLs into the CAM entries and
use these entries to permit or deny packets in the hardware, without sending the packets to the CPU for
processing.

In releases prior to 07.6.01, Foundry devices use the flow-based mode to process ACLs. The first packets
received for a given traffic flow (pair of source and destination addresses) are sent to the CPU. The device then
makes an entry in the Layer 4 session table and uses the entry to permit or deny traffic for the flow.

In software releases 07.6.01 and later, you can configure a Foundry device to use the rule-based ACL mode or the
flow-based mode. You can change the ACL mode on an individual interface basis. The rule-based mode is
enabled by default on all interfaces.

NOTE: The FES X-Series supports rule-based ACLs only. It does not support flow-based ACLs.

Rule-based ACLs are supported on physical interfaces, trunk groups, and virtual routing interfaces.
Configuration Guidelines for Rule-Based ACLs: General Guidelines

e Rule-based ACLs are supported on all JetCore Ethernet ports, on NPA POS OC-48 ports, on 10 Gigabit
Ethernet ports and on Biglron MG8 and on Netlron 40G.

e Beginning with Terathon Ironware release 02.1.00, you can have up to 40K (40,960) ACL statements on a
Netlron 40G and 4K (4096) ACL statements on a Biglron MGS8.

* Rule-based ACLs are supported on physical interfaces, trunk groups, and virtual routing interfaces.

e Rule-based ACLs are supported only for inbound traffic except for the Netlron IMR 640 and if the outbound
interface is an NPA POS OC-48 interface.

e If the outbound interface is an NPA POS OC-48 interface, the device does not change the ACL mode. If you
apply an ACL to outbound traffic on another port type (other than NPA OC-48c), the device changes to flow-
based ACLs.

*  Rule-based ACLs support only one ACL per port. The ACL of course can contain multiple entries (rules). For
example, rule-based ACLs do not support ACLs 101 and 102 on port 1, but rule-based ACLs do support ACL
101 containing multiple entries.

* If you change the content of an ACL (add, change, or delete entries), you must remove and then reapply the
ACL to all the ports that use it. Otherwise, the older version of the ACL remains in the CAM and continues to
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be used. You can easily re-apply ACLs using the ip rebind-acl <num> | <name> | all command. See
“Applying an ACLs to Interfaces” on page 6-39.

NOTE: Foundry recommends that you also remove and reapply a changed ACL even when you are using
the flow-based mode.

If you or the software changes the ACL mode (between rule-based and flow-based), you must reapply the
ACLs to the ports. Use the ip rebind-acl <num> | <name> | all command.

ACL statistics are not supported with rule-based rate limiting. This feature relies on ACL information provided
by the CPU, and thus requires flow-based ACLs. If you enable ACL statistics (by entering the enable-acl-
counter command), the device automatically changes the ACL mode on all ports to flow-based ACLs.

If you use the <icmp-type> parameter with an extended ACL, the device uses the CPU to filter packets using
the ACL. The CPU is required to filter the ICMP message type.

For a tagged port that is a member of multiple virtual routing interfaces, you must use the same ACL on all the
port’s virtual routing interfaces. Alternatively, if you need to use different ACLs, you can use flow-based ACLs
instead on all the port’s virtual routing interfaces.

The software automatically disables rule-based ACLs and enables flow-based ACLs on an interface if one of
the following occurs:

e If you apply an ACL to the outbound traffic direction on the interface.

NOTE: The ACL mode is not changed if the outbound interface is an NPA POS OC-48 port.

e Ifthere is not enough CAM space to hold all the ACL entries in the ACL applied to the port. All ACL
entries for a port must fit in the CAM space allocated by the device for the port’s ACLs. If all the ACLs
entries do not fit into the port's CAM, the device disables rule-based ACLs on the port and enables flow-
based ACLs instead. The device also generates a Syslog message to inform you of the change. See
“ACL Logging for Rule-Based ACLs” on page 6-41.

If this occurs, remove the ACL from the port, then either reduce the number of entries in the ACL to fit into
the CAM space or adjust the CAM allocations on the device’s ports, to hold the ACL.

e If you enable any of the following features on the interface. To change back to the rule-based ACL mode
in this case, you must disable the feature that caused the port to change to the flow-based ACL mode.
— Network Address Translation (NAT)
— Protection against ICMP or TCP Denial-of-Service (DoS) Attacks
— ACL Logging

You can use PBR and rule-based ACLs on the same port. However, Foundry recommends that you use
exactly the same ACL for each feature. Otherwise, it is possible for the ACLs Layer 4 CAM entry to be
programmed incorrectly and give unexpected results.

Configuration Guidelines for Rule-Based ACLs: FES-X Series

The following ACL features and options are not supported on the FES X-Series:

Applying an ACL to a Subset of Ports on a Virtual Interface

Enabling CPU filtering of all fragmented packets on a port (ip access-group frag inspect command)
Configuring a port to drop all packet fragments (ip access-group frag deny command)

ACL logging

Flow-based ACLs

ACL statistics

ACL-based rate limiting
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Configuration Guidelines for Rule-Based ACLs: Netiron IMR 640
In release 02.0.02 for the Netlron IMR 640, ACLs are supported on the following MPLS VPN Endpoints:

IPv4 and IPv6 inbound ACLs are not supported on VPLS and VLL endpoints.

IPv4 ACL-based rate limiting is not supported on VPLS and VLL endpoints

Layer-2 ACLs and Layer-2 ACL-based rate limiting is not supported on Layer-3 VPNs
TOS/DSCP marking using inbound ACLs is not supported on Layer-3 VPNs.

PBR policies are not supported on Layer-3 VPNs.

Multi-Service IronWare release 02.0.02 provides support for up to 40K (40,960) ACL statements on the
Netlron IMR 640.

Release 02.0.02 for the Netlron IMR 640 supports both inbound and outbound 1Pv4 traffic.

How Fragmented Packets are Processed

The descriptions for flow-based and rule-based ACLs above apply to non-fragmented packets. In 07.6.01 and
later, the default processing of fragments by both flow-based and rule-based ACLs is as follows:

The first fragment of a packet is permitted or denied using the ACLs. The first fragment is handled the same
way as non-fragmented packets, since the first fragment contains the Layer 4 source and destination
application port numbers. The device uses the Layer 4 CAM entry if one is programmed, or applies the
interface's ACL entries to the packet and permits or denies the packet according to the first matching ACL.

For other fragments of the same packet, one of the following occurs:

If the device has a CAM entry for the packet (or for previous packets in the same flow), and has not been
configured to send the fragments to the CPU, the device uses the CAM entry to forward the fragments in
hardware.

The fragments are forwarded even if the first fragment, which contains the Layer 4 information, was
denied. Generally, denying the first fragment of a packet is sufficient, since a transaction cannot be
completed without the entire packet. However, for stricter fragment control, you can send fragments to
the CPU for filtering.

If the device is configured to send fragments to the CPU for filtering, the device compares the source and
destination IP addresses to the ACL entries that contain Layer 4 information.

—If the fragment’s source and destination addresses exactly match an ACL entry that has Layer 4
information, the device assumes that the ACL entry is applicable to the fragment and permits or denies
the fragment according to the ACL entry. The device does not compare the fragment to ACL entries that
do not contain Layer 4 information.

—If both the fragment’s source and destination addresses do not exactly match an ACL entry, the device
skips the ACL entry and compares the packet to the next ACL entry. This is true even if either the source
or destination address (but not both) does exactly match an ACL entry.

—If the source and destination addresses do not exactly match any ACL entry on the applicable
interface, the device drops the fragment.

NOTE: By default, 10 Gigabit Ethernet modules also forward the first fragment instead of using the ACLs to
permit or deny the fragment.

You can modify the handling of denied fragments. In addition, you can throttle the fragment rate on an interface

that used rule-based ACLs. See “Dropping All Fragments That Exactly Match a Flow-Based ACL’ on page 6-48

and “Enabling ACL Filtering of Fragmented Packets” on page 6-51.
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Disabling or Re-Enabling Access Control Lists (ACLS)

Commands used to enable or disable ACLs are different for flow-based ACLs and for rule-based ACLs.

For Flow-Based ACLs

A Layer 3 Switch that supports flow-based ACLs cannot actively use both IP access policies and ACLs for filtering
IP traffic. When you boot a Layer 3 Switch with software release 06.5.00 or higher, the software checks the
device’s startup-config file for ip access-policy-group commands, which associate IP access policies with ports.
If the software finds an ip access-policy-group command in the file, the software disables all packet-forwarding
ACLs (those associated with specific ports) and also prevents you from applying an ACL to a port.

The next time you save the startup-config file, the software adds the following command near the top of the file,
underneath the ver (software version) statement:

ip dont-use-acl

This command disables all packet-forwarding ACLs that are associated with specific ports and also prevents you
from associating an ACL with a port. However, the command does not remove existing ACLs from the startup-
config file. In addition, the command does not affect ACLs used for controlling management access to the device.

If the device supports flow-based ACLs and you want to use ACLs instead of IP acess policies, you must enable
ACL mode using the no ip dont-use-acl command.

Enabling ACL Mode

If you try to apply an ACL to a port when the ACL mode is disabled (when the ip dont-use-acl command is in
effect), a message is displayed, as shown in the following CLI example:

Biglron(config-if-el1000-1/1)# ip access-group 1 out
Must enable ACL mode first by using no ip dont-use-acl command and removing all ip
access-policy-group commands from interfaces, write memory and reload

As the message states, if you want to use ACLs, you must first enable the ACL mode. To do so, use either of the
following methods.

USING THE CLI
To enable the ACL mode, enter the following commands:

Biglron(config-if-el000-1/1)# exit
Biglron(config)# no ip dont-use-acl
Biglron(config)# write memory
Biglron(config)# end

Biglron# reload

Syntax: no ip dont-use-acl

The write memory command removes the ip dont-use-acl command from the startup-config file. The reload
command reloads the software. When the software finishes loading, you can apply ACLs to ports.

The commands that configure the IP access policies and apply them to ports remain in the startup-config file in
case you want to use them again, but they are disabled. If you later decide you want to use the IP access policies
again instead of ACLs, you must disable the ACL mode again. See the following section.

USING THE WEB MANAGEMENT INTERFACE

NOTE: The ACL feature is automatically enabled on a Layer 2 Switch.

1. Log on to the Layer 3 Switch using a valid user name and password for read-write access. The System
configuration panel is displayed.

2. Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
3. Click on the plus sign next to IP in the tree view to expand the list of IP option links.

4. Click on the General link to display the IP configuration panel.
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5. Select the Enable radio button next to Access Control List.
6. Click the Apply button to save the change to the device’s running-config file.

7. Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

Disabling ACL Mode

If the ACL mode is enabled, a message is displayed when you try to apply an IP access policy to a port, as shown
in the following CLI example:

Biglron(config-if-el000-1/1)# ip access-policy-group 1 in

Must disable ACL mode first by using ip dont-use-acl command, write memory and
reload

To use the IP access policies, you first must disable the ACL mode using either of the following methods.
USING THE CLI

To disable the ACL mode, enter the following commands:

Biglron(config-if-el000-1/1)# exit
Biglron(config)# ip dont-use-acl
Biglron(config)# write memory
Biglron(config)# end

Biglron# reload

Syntax: ip dont-use-acl

The write memory command removes the ip dont-use-acl command from the startup-config file. The reload
command reloads the software. When the software finishes loading, you can apply ACLs to ports.

The commands that configure the IP access policies and apply them to ports remain in the startup-config file in
case you want to use them again, but they are disabled. If you later decide you want to use the IP access policies
again instead of ACLs, you must disable the ACL mode again. See the following section.

USING THE WEB MANAGEMENT INTERFACE

NOTE: The ACL feature cannot be disabled on a Layer 2 Switch.

1. Log on to the Layer 3 Switch using a valid user name and password for read-write access. The System
configuration panel is displayed.

Click on the plus sign next to Configure in the tree view to expand the list of configuration options.
Click on the plus sign next to IP in the tree view to expand the list of IP option links.

Click on the General link to display the IP configuration panel.

Select the Disable radio button next to Access Control List.

Click the Apply button to save the change to the device’s running-config file.

N o o w0 Dd

Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

Disabling or Re-Enabling Rule-Based ACLs

By default, the devices that support rule-based ACLs enable these ACLs on all ports. The device also can disable
rule-based ACLs based on the conditions described in “Configuration Guidelines for Rule-Based ACLs: General
Guidelines” on page 6-4. You also can manually change the ACL mode on an interface.

Disabling rule-based ACLs on some of the ports is useful if some ports have large ACLs (ACLs with many entries)
while other ports have few ACL entries. By disabling rule-based ACLs on the ports that have few or no ACL
entries, you can ensure that the ports that do have ACL entries will have enough CAM space for the ACL entries.
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You also might want to disable rule-based ACLs if the ACL entries on a port are used infrequently. In this case,
you can conserve CAM entries for other features or other ports with minimal performance impact, since the ACL
activity is low.

NOTE: You can determine the ports that have high ACL usage by disabling rule-based ACLs on all the ports,
allowing the device to operate using flow-based ACLs, then displaying ACL accounting information. To enable
ACL accounting, enter the enable-acl-counter command at the global CONFIG level. To display the ACL
accounting information, enter the show access-list all command.

To disable rule-based ACLs on an interface, enter the following command at the configuration level for the port:
Biglron(config-if-1/1)# ip access-group Flow-mode

Syntax: [no] ip access-group flow-mode

To re-enable rule-based ACLs on the port, enter the following command:

Biglron(config-if-1/1)# no ip access-group flow-mode

Default ACL Action

The default action when no ACLs is configured on a device is to permit all traffic. However, once you configure an
ACL and apply it to a port, the default action for that port is to deny all traffic that is not explicitly permitted on the
port.

* If you want to tightly control access, configure ACLs consisting of permit entries for the access you want to
permit. The ACLs implicitly deny all other access.

e If you want to secure access in environments with many users, you might want to configure ACLs that consist
of explicit deny entries, then add an entry to permit all access to the end of each ACL. The software permits
packets that are not denied by the deny entries.

NOTE: Do not apply an empty ACL (an ACL ID without any corresponding entries) to an interface. If you
accidentally do this, the software applies the default ACL action, deny all, to the interface and thus denies all
traffic.

Types of IP ACLs

Flow-based or rule-based ACLs can be configured as standard or extended ACLs. A standard ACL permits or
denies packets based on source IP address. An extended ACL permits or denies packets based on source and
destination IP address and also based on IP protocol information.

Standard or extended ACLs can be numbered or named. Standard numbered ACLs have an idea of 1 — 99.
Extended numbered ACLs are numbered 100 — 199. IDs for standard or extended ACLs can be a character string.
In this document, ACLs with a string ID is called a named ACL.

ACL IDs and Entries

ACLs consist of ACL IDs and ACL entries:

e ACLID—-AnACL ID is a number from 1 — 99 (for a standard ACL) or 100 — 199 (for an extended ACL) or a
character string. The ACL ID identifies a collection of individual ACL entries. When you apply ACL entries to
an interface, you do so by applying the ACL ID that contains the ACL entries to the interface, instead of
applying the individual entries to the interface. This makes applying large groups of access filters (ACL
entries) to interfaces simple.

NOTE: This is different from IP access policies. If you use IP access policies, you apply the individual
policies to interfaces.
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* ACL entry — An ACL entry are the filter commands associated with an ACL ID. These are also called
“statements”. The maximum number of ACL entries you can configure is a system-wide parameter and
depends on the device you are configuring. You can configure up to the maximum number of entries in any
combination in different ACLs. The total number of entries in all ACLs cannot exceed the system maximum.

* Upto 1024 entries are supported on Layer 3 Switches using Management 1, Management 2, or
Management 3 modules.

e Management 4 modules can support up to 4096 ACL entries.

e Layer 3 switch code on devices with JetCore and 10-Gigabit Ethernet modules running software release
07.8.00 or later can support up to 8192 ACL entries.

*  FES devices support up to 4000 ACL entries.

* 10-Gigabit ports on the FES X-Series support up to 1024 ACL statements. One-Gigabit ports on the
FES-X Series support up to 1016 ACL entries.

*  This feature is not supported on the Biglron MG8 and Netlron 40G

You configure ACLs on a global basis, then apply them to the incoming or outgoing traffic on specific ports. You
can apply only one ACL to a port’s inbound traffic and only one ACL to a port’s outbound traffic. The software
applies the entries within an ACL in the order they appear in the ACLs configuration. As soon as a match is found,
the software takes the action specified in the ACL entry (permit or deny the packet) and stops further comparison
for that packet.

Enabling Support for Additional ACL Statements

You can enable support for additional ACL statements on some devices.
Support for up to 4096 ACL Entries on Terathon Devices

Terathon release 02.1.00 and later allows you to enable additional ACL statements on the Biglron MG8 and
Netlron 40G. Multi-Service IronWare release 02.0.02 provides support for up to 40K ACL statements on the
Netlron IMR 640.

On the Biglron MG8

To enable the Biglron MG8 running release 02.1.00 and later to support 4,096 ACL statements, enter the following
command at the Global CONFIG level of the CLI:

Biglron MG8(config)# system-max ip-filter-sys 4096
Syntax: [no] system-max ip-filter-sys <num>
<num> is a value from 64 to 4096. The default is 4K (4096).

On the Netiron 40G and Netlron IMR 640

Releases 02.1.00 and later for the Netlron 40G and releases 02.0.02 and later for the Netlron IMR 640 provide
support for up to 40K (40,960) ACL statements.

To enable the Netlron 40G to support 40,960 ACL entries, enter the following command at the Global CONFIG
level of the CLI:

Netlron 40G(config)# system-max ip-filter-sys 40960
Syntax: [no] system-max ip-filter-sys <num>

<num> is a value from 64 to 40960. The default is 4K (4096).

Support for up to 4096 ACL Entries on Other Foundry Devices

On other Foundry devices, you can configure up to 4096 ACL entries on devices that have enough space to hold a
startup-config file that contains the ACLs.
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NOTE: Support for 4096 ACL entries applies only to the Netlron Internet Backbone router, Biglron Layer 3
Switches with Management 4 modules, and FES devices. The PCMCIA flash card on the Management 4 module
is required to store and load startup-config files containing the large number of ACLs.

You do not need to configure the device’s memory for the increased support.

The feature is supported on all chassis Layer 3 Switches. However, the actual number of ACLs you can configure
and store in the startup-config file depends on the amount of memory available on the device for storing the
startup-config. To store 4096 ACLs in the startup-config file requires at least 250K bytes, which is larger than the
space available on a device’s flash memory module. To store this many ACLs, you need a Management 4 module
with a PCMCIA flash card or a TFTP server.

You can load ACLs dynamically by saving them in an external configuration file on flash card or TFTP server, then
loading them using one of the following commands:

e copy slot1 | slot2 running <from-name>

e ncopy slot1 | slot2 <from-name> running

e copy tftp running-config <ip-addr> <filename>

* ncopy tftp <ip-addr> <from-name> running-config

In this case, the ACLs are added to the existing configuration. See the “Dynamic Configuration Loading“ section in
the “Updating Software Images and Configuration Files” chapter of the Foundry Switch and Router Installation and
Basic Configuration Guide.

Support for up to 8192 ACL Entries

Software releases 07.8.00 and later can support up to 8192 ACL statements on devices with JetCore and 10
Gigabit Ethernet modules running Layer 3 switch code.

*  This feature is supported starting in software release 07.8.00.

e  This feature is supported on devices with JetCore and 10-Gigabit Ethernet modules, running Layer 3 switch
code.

e Forrule-based ACLs, before configuring this feature, you must check the Layer 4 CAM space to ensure there
is enough space. To check the Layer 4 CAM space, enter the command show cam-partition. To increase
the Layer 4 CAM partition, use the cam-partition command. For more information about CAM partitioning,
see the Foundry Diagnostic Guide.

e Fastlron devices do not have enough CAM space to support 8000 rule-based ACL entries.

To enable the Foundry device to support up to 8192 ACL entries, enter the following command at the Global
CONFIG level of the CLI:

Biglron(config)# system-max ip-filter-sys 8192
Syntax: [no] system-max ip-filter-sys <num>

Enter a value from 64 to 8192 for <nums>.

ACL Entries and the Layer 4 CAM

Flow-based ACLs and rule-based ACLs both use Layer 4 CAM entries.

Aging Out of Entries in the Layer 4 CAM

On most Foundry devices, the device permanently programs rule-based ACLs into the CAM. The entries never
age out.

However, on devices with IronCore and JetCore modules running software release 07.5.04 and later, the device
does age out Layer 4 CAM entries for flow-based ACLs. A Layer 4 CAM entry for a flow-based ACL ages out if the
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entry is unused for 70 seconds. The age time is not configurable. After an entry ages out, its CAM space becomes
available for other ACL entries or other features that use the Layer 4 CAM.

Displaying the Number of Layer 4 CAM Entries

To display the number of Layer 4 CAM entries used by each ACL, enter the following command:

Biglron(config)# show access-list all

Extended IP access list 100 (Total flows: N/A, Total packets: N/A, Total rule cam use: 3)
permit udp host 192.168.2.169 any (Flows: N/A, Packets: N/A, Rule cam use: 1)

permit icmp any any (Flows: N/A, Packets: N/A, Rule cam use: 1)

deny ip any any (Flows: N/A, Packets: N/A, Rule cam use: 1)

Syntax: show access-list <acl-num> | <acl-name> | all

The Rule cam use field lists the number of CAM entries used by the ACL or entry. The number of CAM entries
listed for the ACL itself is the total of the CAM entries used by the ACLs entries.

For flow-based ACLs, the Total flows and Flows fields list the number of Layer 4 session table flows in use for the
ACL.

The Total packets and Packets fields apply only to flow-based ACLs.

Specifying the Maximum Number of CAM Entries for ACLs (Rule-Based ACLs)

For rule-based ACLs, you can adjust the allocation of Layer 4 CAM space for use by ACLs, on an IPC or IGC basis
and on 10 Gigabit Ethernet modules. The new allocation applies to all the ports managed by the IPC or IGC or 10
Gigabit Ethernet module.

Most ACLs require one CAM entry for each ACL entry (rule). The exception is an ACL entry that matches on more
than one TCP or UDP application port. In this case, the ACL entry requires a separate Layer 4 CAM entry for
each application port on which the ACL entry matches.

Make sure you specify a maximum that is equal to or greater than the largest number of entries required by an
ACL applied to any of the ports managed by the same IPC or IGC. For example, if port 1 on a Fastlron 4802 will
have an ACL that requires 250 entries, make sure 250 is the lowest number of entries you specify for any port on
IPC 1 (the IPC that manages ports 1 — 24).

Rule-based ACLs use CAM partitions 1 and 2. The default number of entries that are allocated in each pool
differs depending on the device. For more information about CAM partitions, see the “Changing CAM Partitions”
chapter in the Foundry Diagnostic Guide.

To specify the maximum number of CAM entries the device can allocate for rule-based ACLs, enter commands
such as the following:

Biglron(config)# interface ethernet 1/1
Biglron(config-if-1/1)# ip access-group max-14-cam 50

This command allows up to 50 ACL entries on each port managed by the IPC or IGC that manages port 1/1.
Syntax: [no] ip access-group max-l4-cam <num>

The <num> parameter specifies the number of CAM entries and can be from 10 —2048. The default depends on
the device.

The command is valid at the interface configuration level. However, the device applies the change to all ports
managed by the same IPC or IGC. Regardless of the port number, when you save the change to the startup-
config file, the CLI applies the command to the first port managed by the IPC or IGC. For example, if you enter the
command on port 3 of a Fastlron 4802, when you save the configuration change, the CLI enters the ip access-
group max-14-cam command under port 1 in the startup-config file.
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NOTE: If you enter the command on more than one port managed by the same IPC or IGC, the CLI uses the
value entered with the most-recent command for all the ports on the ICP or IGC.

ACL CAM Sharing for Inbound ACLs

NOTE: This feature applies to release 02.1.00 for the Netlron IMR 640.

In the previous release, inbound ACLs reserved CAM space for each instance of an ACL on each port that it is
applied to. For example, if ACL 101 is bound to Gigabit Ethernet port 1/1 and port 1/5 which are on the same
PPCR, a separate CAM space is allocated for each port. This is still the default condition in this release.

In release 02.1.00, ACL CAM sharing enables you to conserve CAM. If this feature is enabled globally, you can
share CAM space that is allocated for inbound ACLs between instances on ports that share the same packet
processor (PPCR). For example, if you have bound- inbound ACL 101 to ports 1/1 and 1/5, the ACL is stored in a
single location in CAM and used by both ports. Table 6.3 describes which ports share PPCRs and can participate
in ACL CAM sharing.

NOTE: 10 Gbps ports do not share a PPCR with any other ports. Consequently, they have no need of the ACL
CAM sharing feature.

Table 6.3: Common ports per PPCR

Module Type PPCR Number Ports supported by PPCR
20x1G PPCR 1 1-10

PPCR2 11-20
40x 1G PPCR 1 1-10

PPCR 2 11-20

PPCR 3 21-30

PPCR 4 31-40

Considerations When Implementing This Feature
The following consideration apply when implementing this feature:

e If you enable ACL CAM sharing, ACL statistics will be generated per-PPCR instead of per-port. If you require
the statistics per-port granularity for your application, you cannot use this feature.

*  This feature is only applicable for inbound IPv4 ACLs, VPNv4 ACLs, Layer-2 ACLs, and Global PBR policies.
e  This feature is not applicable for ACL-based rate-limiting, interface-level PBR policies, and IPv6 ACLs.

e  This feature cannot be applied to a virtual interface.

e CAM entry matching within this feature is based on the ACL group ID.

Configuring ACL CAM Sharing

When enabled, ACL CAM sharing is applied across all ports in a system. To apply ACL CAM sharing globally on a
Netlron IMR 640 router, use the following command:

NI IMR640 Router(config)# enable-acl-cam-sharing
Syntax: enable-acl-cam-sharing

ACL CAM sharing is disabled by default.
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NOTE: After enabling or disabling ACL CAM sharing, you should rebind all of the ACLs using the ip rebind-acl
all command.

Configuring Numbered and Named ACLs
When you configure ACLs, you can refer to the ACL by a numeric ID or by an alphanumeric name. The
commands to configure numbered ACLs are different from the commands for named ACLs.

e If you refer to the ACL by a numeric ID, you can use 1 — 99 for a standard ACL or 100 — 199 for an extended
ACL. This document refers to this ACL as numbered ACL.

* If you refer to the ACL by a name, you specify whether the ACL is a standard ACL or an extended ACL, then
specify the name. This document refers to this ACL type as named ACL.

You can configure up to 100 standard numbered IP ACLs and 100 extended numbered IP ACLs. You also can
configure up to 100 standard named ACLs and 100 extended named ACLs by number. Regardless of how many
ACLs you have, the device can have a maximum of 1024 ACL entries, associated with the ACLs in any
combination. (On Biglron Chassis devices with Management 2 or Management 3 modules, the maximum is
2048.)

Configuring Standard Numbered ACLs

This section describes how to configure standard numbered ACLs with numeric IDs.

*  For configuration information on named ACLs, see “Configuring Standard or Extended Named ACLs” on
page 6-24.

e  For configuration information on extended ACLs, see “Configuring Extended Numbered ACLs” on page 6-17.

Standard ACLs permit or deny packets based on source IP address. You can configure up to 99 standard ACLs.
There is no limit to the number of ACL entries an ACL can contain except for the system-wide limitation. For the
number of ACL entries supported on a device, see “ACL IDs and Entries” on page 6-9.

USING THE CLI
To configure a standard ACL and apply it to outgoing traffic on port 1/1, enter the following commands.

Biglron(config)# access-list 1 deny host 209.157.22.26 log
Biglron(config)# access-list 1 deny 209.157.29.12 log
Biglron(config)# access-list 1 deny host IPHostl log
Biglron(config)# access-list 1 permit any
Biglron(config)# int eth 1/1

Biglron(config-if-1/1)# ip access-group 1 out
Biglron(config)# write memory

The commands in this example configure an ACL to deny packets from three source IP addresses from being
forwarded on port 1/1. The last ACL entry in this ACL permits all packets that are not explicitly denied by the first
three ACL entries.

Standard ACL Syntax

Syntax: [no] access-list <num> deny | permit <source-ip> | <hostname> <wildcard> [log]
or

Syntax: [no] access-list <num> deny | permit <source-ip>/<mask-bits> | <hostname> [log]
Syntax: [no] access-list <num> deny | permit host <source-ip> | <hostname> [log]
Syntax: [no] access-list <num> deny | permit any [log]

Syntax: [no] ip access-group <nums in | out

Syntax: [no] access-list <num> deny | permit host <source-hostname> host <destination-hostname> [log]
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NOTE: The host <source-hostname> host <destination-hostname> parameters are available on devices
running Enterprise software release 08.0.00. See “Specifying a Host Name in an ACL Statement” on page 6-
37.

The <num> parameter is the access list number and can be from 1 — 99.

The deny | permit parameter indicates whether packets that match a policy in the access list are denied
(dropped) or permitted (forwarded).

The <source-ip> parameter specifies the source IP address. Alternatively, you can specify the host name.

NOTE: To specify the host name instead of the IP address, the host name must be configured using the Foundry
device’s DNS resolver. To configure the DNS resolver name, use the ip dns server-address... command at the
global CONFIG level of the CLI.

The <wildcard> parameter specifies the mask value to compare against the host address specified by the
<source-ip> parameter. The <wildcard> is a four-part value in dotted-decimal notation (IP address format)
consisting of ones and zeros. Zeros in the mask mean the packet’s source address must match the <source-ip>.
Ones mean any value matches. For example, the <source-ip> and <wildcard> values 209.157.22.26 0.0.0.255
mean that all hosts in the Class C sub-net 209.157.22.x match the policy.

If you prefer to specify the wildcard (mask value) in CIDR format, you can enter a forward slash after the IP
address, then enter the number of significant bits in the mask. For example, you can enter the CIDR equivalent of
“209.157.22.26 0.0.0.255” as “209.157.22.26/24”. The CLI automatically converts the CIDR number into the
appropriate ACL mask (where zeros instead of ones are the significant bits) and changes the non-significant
portion of the IP address into ones. For example, if you specify 209.157.22.26/24 or 209.157.22.26 0.0.0.255,
then save the changes to the startup-config file, the value appears as 209.157.22.0/24 (if you have enabled
display of sub-net lengths) or 209.157.22.0 0.0.0.255 in the startup-config file.

If you enable the software to display IP sub-net masks in CIDR format, the mask is saved in the file in
“/<mask-bits>” format. To enable the software to display the CIDR masks, enter the ip show-subnet-length
command at the global CONFIG level of the CLI. You can use the CIDR format to configure the ACL entry
regardless of whether the software is configured to display the masks in CIDR format.

NOTE: If you use the CIDR format, the ACL entries appear in this format in the running-config and startup-config
files, but are shown with sub-net mask in the display produced by the show ip access-list command.

The host <source-ip> | <hostname> parameter lets you specify a host IP address or name. When you use this
parameter, you do not need to specify the mask. A mask of all zeros (0.0.0.0) is implied.

The any parameter configures the policy to match on all host addresses.

The log argument configures the device to generate Syslog entries and SNMP traps for packets that are permitted
or denied by the access policy. If you use the log argument, the ACL entry is sent to the CPU for processing.

NOTE: You can enable logging on ACLs and filters that support logging even when the ACLs and filters are
already in use. To do so, re-enter the ACL or filter command and add the log parameter to the end of the ACL or
filter. The software replaces the ACL or filter command with the new one. The new ACL or filter, with logging
enabled, takes effect immediately.

The in | out parameter specifies whether the ACL applies to incoming traffic or outgoing traffic on the interface to
which you apply the ACL. You can apply the ACL to an Ethernet port, POS port, or virtual interface. Note that the
out option is not supported in the rule-based ACL mode.

NOTE: |If the ACL is for the inbound traffic direction on a virtual routing interface, you also can specify a subset of
ports within the VLAN containing that interface when assigning an ACL to the interface. See “Configuring
Numbered and Named ACLs” on page 6-14.
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On devices running Enterprise software release 08.0.00 and later, you can specify a hostname for host <source-
hostname> host <destination-hostname> parameter. See “Specifying a Host Name in an ACL Statement” on
page 6-37.

USING THE WEB MANAGEMENT INTERFACE

To configure a standard ACL:

1.

Log on to the device using a valid user name and password for read-write access. The System configuration
dialog is displayed.

Click on the plus sign next to Configure in the tree view to display the list of configuration options.
Do one of the following to display more configuration options:
*  On a Layer 2 Switch — Click on the plus sign next to System

*  On aLayer 3 Switch — Click on the plus sign next to System or IP. You can access the ACL configuration
panels from either location.

Select the Standard ACL link.

* If the device does not already have some standard ACLs, the Standard ACL configuration panel is
displayed, as shown in the following example.

Otherwise, if the device already has some standard ACLs, the Standard ACL table is displayed. This table
lists the configured ACLs. Select the Add Standard ACL link to display the Standard ACL configuration panel,
as shown in the following example.

Standard ACL

Standard ACL Number: [
| & Permit © Deny
| IP Address: ||D.D.D.D

| Subnet MMask: ||D.D.D.D
|

|

Action:

Host Name: ||
Log: | (|

ﬂl Delete | Resetl

Show

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELNET]

Change the ACL number in the Standard ACL Number field or use the ACL number displayed in the field.

NOTE: You cannot specify an ACL name.

Select the ACL action. You can select Permit or Deny:
*  Permit — Forwards traffic or allows management access for the specified IP source.

e Deny — Drops traffic or denies management access for the specified IP source.

NOTE: |If the ACL is a forwarding ACL, the action forwards or drops the traffic. If the ACL is a management
access ACL, the action permits or denies management access.

Enter the source information. You can enter the source IP address and network mask or the host name.
e |f you enter the address, you also must enter the network mask. To specify “any”, enter “0.0.0.0”.

* If you enter a host name instead of an IP address, when you click Add to add the ACL, the Web
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10.
11.

12.

13.

14.

management interface sends a DNS query for the address. For the query to be successful, the device
must have network access to a DNS server and the server must have an Address record for the host. In
addition, the device must be configured with a DNS domain name and the IP address of the DNS server.

If you specified the Deny action, optionally enable logging by selecting the Log checkbox. If you enable
logging for this ACL entry, the software generates Syslog entries for traffic that the ACL denies.

Select the IP_Access Group link from the tree view.

e If the device does not already have some ACLs applied to interfaces, the IP Access Group configuration
panel is displayed, as shown in the following example.

*  Otherwise, if the device already has some ACLs applied to interfaces, the IP Access Group table is
displayed. Select the Add link to display the IP Access Group configuration panel, as shown in the
following example.

IP Access Group

‘ Slot: ‘HPDH:H

| Direction: ||_ In Bound ™ Out Bound

ACL Number: [0
ﬂl Deletel Resetl

Show

[Heme[Site Wap [Logout][ Save [Frame Enable[Disable [TELNET]

Select the Slot (if you are configuring a Chassis device) and port from the Slot and Port pulldown menus.
Specify the traffic direction to which the ACL applies. You can select one or both of the following:

* InBound — The ACL applies to traffic received on the port from other devices.

e Out Bound — The ACL applies to traffic this Foundry device queues for transmission on the port.

Enter the ACL number in the ACL Number field.

NOTE: You cannot specify an ACL name.

Click the Add button to save the ACL and the association of the ACL with an interface to the device’s running-
config file.

Select the Save link at the bottom of the dialog. Select Yes when prompted to save the configuration change
to the startup-config file on the device’s flash memory.

NOTE: You also can access the dialog for saving configuration changes by clicking on Command in the tree
view, then clicking on Save to Flash.

Configuring Extended Numbered ACLs

This section describes how to configure extended numbered ACLs.

For configuration information on named ACLs, see “Configuring Numbered and Named ACLs” on page 6-14.

For configuration information on standard ACLs, see “Configuring Standard Numbered ACLs” on page 6-14.

Extended ACLs let you permit or deny packets based on the following information:

IP protocol

Source IP address or host name

January 2006 © 2006 Foundry Networks, Inc. 6-17



Foundry Enterprise Configuration and Management Guide

*  Destination IP address or host name

e Source TCP or UDP port (if the IP protocol is TCP or UDP)

e Destination TCP or UDP port (if the IP protocol is TCP or UDP)
The IP protocol can be one of the following well-known names or any IP protocol number from 0 — 255:
* Internet Control Message Protocol (ICMP)

* Internet Group Management Protocol (IGMP)

¢ Internet Gateway Routing Protocol (IGRP)

e Internet Protocol (IP)

*  Open Shortest Path First (OSPF)

e Transmission Control Protocol (TCP)

e User Datagram Protocol (UDP)

For TCP and UDP, you also can specify a comparison operator and port name or number. For example, you can
configure a policy to block web access to a specific website by denying all TCP port 80 (HTTP) packets from a
specified source IP address to the website’s IP address.

USING THE CLI

To configure an extended access list that blocks all Telnet traffic received on port 1/1 from IP host 209.157.22.26,
enter the following commands.

Biglron(config)# access-list 101 deny tcp host 209.157.22.26 any eq telnet log
Biglron(config)# access-list 101 permit ip any any

Biglron(config)# int eth 1/1

Biglron(config-if-1/1)# ip access-group 101 in

Biglron(config)# write memory

Here is another example of commands for configuring an extended ACL and applying it to an interface. These
examples show many of the syntax choices. Notice that some of the entries are configured to generate log entries
while other entries are not thus configured.

Biglron(config)# access-list 102 perm icmp 209.157.22.0/24 209.157.21.0/24
Biglron(config)# access-list 102 deny igmp host rkwong 209.157.21.0/24 log
Biglron(config)# access-list 102 deny igrp 209.157.21.0/24 host rkwong log
Biglron(config)# access-list 102 deny ip host 209.157.21.100 host 209.157.22.1 log
Biglron(config)# access-list 102 deny ospf any any log

Biglron(config)# access-list 102 permit ip any any

The first entry permits ICMP traffic from hosts in the 209.157.22.x network to hosts in the 209.157.21.x network.
The second entry denies IGMP traffic from the host device named “rkwong” to the 209.157.21.x network.
The third entry denies IGRP traffic from the 209.157.21.x network to the host device named “rkwong”.

The fourth entry denies all IP traffic from host 209.157.21.100to host 209.157.22.1 and generates Syslog entries
for packets that are denied by this entry.

The fifth entry denies all OSPF traffic and generates Syslog entries for denied traffic.

The sixth entry permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL
would deny all incoming or outgoing IP traffic on the ports to which you assign the ACL.
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The following commands apply ACL 102 to the incoming and outgoing traffic on port 1/2 and to the incoming traffic
on port 4/3.

Biglron(config)# int eth 1/2
Biglron(config-if-1/2)# ip access-group 102 in
Biglron(config-if-1/2)# ip access-group 102 out
Biglron(config-if-1/2)# exit

Biglron(config)# int eth 4/3
Biglron(config-if-4/3)# ip access-group 102 in
Biglron(config)# write memory

Here is another example of an extended ACL.

Biglron(config)# access-list 103 deny tcp 209.157.21.0/24 209.157.22.0/24
Biglron(config)# access-list 103 deny tcp 209.157.21.0/24 eq ftp 209.157.22.0/24
Biglron(config)# access-list 103 deny tcp 209.157.21.0/24 209.157.22.0/24 1t
telnet neq 5

Biglron(config)# access-list 103 deny udp any range 5 6 209.157.22.0/24 range 7 8
Biglron(config)# access-list 103 permit ip any any

The first entry in this ACL denies TCP traffic from the 209.157.21.x network to the 209.157.22.x network.
The second entry denies all FTP traffic from the 209.157.21.x network to the 209.157.22.x network.

The third entry denies TCP traffic from the 209.157.21.x network to the 209.157.22.x network, if the TCP port
number of the traffic is less than the well-known TCP port number for Telnet (23), and if the TCP port is not equal
to 5. Thus, TCP packets whose TCP port numbers are 5 or are greater than 23 are allowed.

The fourth entry denies UDP packets from any source to the 209.157.22.x network, if the UDP port number from
the source network is 5 or 6 and the destination UDP port is 7 or 8.

The fifth entry permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL
would deny all incoming or outgoing IP traffic on the ports to which you assign the ACL.

The following commands apply ACL 103 to the incoming and outgoing traffic on ports 2/1 and 2/2.

Biglron(config)# int eth 2/1
Biglron(config-if-2/1)# ip access-group 103 in
Biglron(config-if-2/1)# ip access-group 103 out
Biglron(config-if-2/1)# exit

Biglron(config)# iInt eth 2/2
Biglron(config-if-2/2)# ip access-group 103 in
Biglron(config-if-2/2)# ip access-group 103 out
Biglron(config)# write memory
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Extended ACL Syntax

The syntax for configuring extended numbered ACL is different on various Foundry devices.
On the FES X-Series
Use the following for FES X-Series devices:

Syntax: [no] access-list <num> deny | permit <ip-protocol> <source-ip> | <hostname> <wildcard> [<operator>
<source-tcp/udp-port>] <destination-ip> | <hostname> [<icmp-type>] <wildcard> [<operator> <destination-tcp/
udp-port>] [established] [precedence <name> | <num>] [tos <0 — 63>] [dscp-marking <dscp-value> 802.1p-
priority-marking <0 — 7> internal-priority-marking <0 — 7>] [dscp-marking <dscp-value> dscp-cos-mapping]
[dscp-cos-mapping]

Syntax: [no] access-list <num> deny | permit host <ip-protocol> any any]

Syntax: [no] ip access-group <nums in

NOTE: The parameters and options that are specific to the FES X-Series are shown above in bold. These are
defined in the section “QoS Options for IP ACLs (Rule-Based ACLs)” on page 6-44. All other options and
parameters are defined below.

On the Netlron IMR 640

In release 02.0.02 for the Netlron IMR 640, you can match packets for one additional TCP header flag using IPv4
ACLs. The following command implements the additional TCP parameter for IP ACLs.

Syntax: [no] access-list <num> permit | deny tcp any any syn

The <num> parameter indicates the ACL number and must be from 1 - 99 for a standard ACL or from 100 - 199 for
and extended ACL

The tcp parameter indicates that you are filtering the TCP header.

The syn parameter directs the ACL to permit or deny based upon the status of the syn flag in the TCP header. If
the contents of the flag is "1" the condition is met.

The syntax presented in “On Other Devices” on page 6-20 also apply to the Netlron IMR 640
On Other Devices
Use the following for IronCore, JetCore, and Terathon devices:

Syntax: [no] access-list <num> deny | permit <ip-protocol> <source-ip> | <hostname> <wildcard> [<operator>
<source-tcp/udp-port>] <destination-ip> | <hostname> [<icmp-type> | <icmp-num> | <icmp-type-number> <icmp-
code-number>] <wildcard> [<operator> <destination-tcp/udp-port>] [established] [precedence <name> | <num>]
[tos <name> | <num>] [ip-pkt-len <value>] [priority O | 1 |2 | 3] [priority-force 0 | 1 | 2 | 3] [priority-mapping <8021p-
value>] [dscp-mapping <dscp-value>] [dscp-marking <dscp-value>] [log]

Syntax: [no] access-list <num> deny | permit host <ip-protocol> any any [log]

Syntax: [no] access-list <num> deny | permit host <source-hostname> host <destination-hostname> [log]

NOTE: The host <source-hostname> host <destination-hostname> parameters are available on devices
running Enterprise software release 08.0.00. See “Specifying a Host Name in an ACL Statement” on page 6-
37.

Syntax: [no] ip access-group <num> in | out
The <num> parameter indicates the ACL number and be from 100 — 199 for an extended ACL.
The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

The <ip-protocol> parameter indicates the type of IP packet you are filtering. In release 07.6.01 and later, you can
specify a well-known name for any protocol whose number is less than 255. For other protocols, you must enter
the number. Enter “?” instead of a protocol to list the well-known names recognized by the CLI.
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The <source-ip> | <hostname> parameter specifies the source IP host for the policy. If you want the policy to
match on all source addresses, enter any.

The <wildcard> parameter specifies the portion of the source IP host address to match against. The <wildcard> is
a four-part value in dotted-decimal notation (IP address format) consisting of ones and zeros. Zeros in the mask
mean the packet’s source address must match the <source-ip>. Ones mean any value matches. For example,
the <source-ip> and <wildcard> values 209.157.22.26 0.0.0.255 mean that all hosts in the Class C sub-net
209.157.22.x match the policy.

If you prefer to specify the wildcard (mask value) in Classless Interdomain Routing (CIDR) format, you can enter a
forward slash after the IP address, then enter the number of significant bits in the mask. For example, you can
enter the CIDR equivalent of “209.157.22.26 0.0.0.255” as “209.157.22.26/24”. The CLI automatically converts
the CIDR number into the appropriate ACL mask (where zeros instead of ones are the significant bits) and
changes the non-significant portion of the IP address into zeros. For example, if you specify 209.157.22.26/24 or
209.157.22.26 0.0.0.255, then save the changes to the startup-config file, the value appears as 209.157.22.0/24
(if you have enabled display of sub-net lengths) or 209.157.22.0 0.0.0.255 in the startup-config file.

If you enable the software to display IP sub-net masks in CIDR format, the mask is saved in the file in “/<mask-
bits>” format. To enable the software to display the CIDR masks, enter the ip show-subnet-length command at
the global CONFIG level of the CLI. You can use the CIDR format to configure the ACL entry regardless of
whether the software is configured to display the masks in CIDR format.

NOTE: If you use the CIDR format, the ACL entries appear in this format in the running-config and startup-config
files, but are shown with sub-net mask in the display produced by the show ip access-list command.

The <destination-ip> | <hostname> parameter specifies the destination IP host for the policy. If you want the
policy to match on all destination addresses, enter any.

The <icmp-type> | <icmp-num> parameter specifies the ICMP protocol type.

e  This parameter applies only if you specified icmp as the <ip-protocol> value. The <icmp-type> parameter is
supported in software releases 07.2.06 and later.

e If you use this parameter, the ACL entry is sent to the CPU for processing.
* If you do not specify a message type, the ACL applies to all types of ICMP messages.
The <icmp-num> parameter can be a value from 0 — 255.

The <icmp-type> parameter is supported in software releases 07.2.06 and later. This parameter can have one of
the following values, depending on the software version the device is running:

e any-icmp-type

* echo

e echo-reply

e information-request
* log

*  mask-reply

*  mask-request

e parameter-problem
* redirect

e source-quench

* time-exceeded

e timestamp-reply

e timestamp-request

e unreachable
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b <num>

On devices running Enterprise IronWare software release 07.8.00, you can enter <icmp-type-number> <icmp-
code-number> instead of the <icmp-type> or <icmp-num>. Refer to “ICMP Filtering with Flow-Based ACLs” on
page 6-61 for more information on this feature.

The <operator> parameter specifies a comparison operator for the TCP or UDP port number. This parameter
applies only when you specify tep or udp as the IP protocol. For example, if you are configuring an entry for

HTTP, specify tcp eq http. You can enter one of the following operators:

eq — The policy applies to the TCP or UDP port name or number you enter after eq.

gt — The policy applies to TCP or UDP port numbers greater than the port number or the numeric equivalent
of the port name you enter after gt.

It — The policy applies to TCP or UDP port numbers that are less than the port number or the numeric
equivalent of the port name you enter after It.

neq — The policy applies to all TCP or UDP port numbers except the port number or port name you enter after
neq.

range — The policy applies to all TCP or UDP port numbers that are between the first TCP or UDP port name
or number and the second one you enter following the range parameter. The range includes the port names
or numbers you enter. For example, to apply the policy to all ports between and including 23 (Telnet) and 53
(DNS), enter the following: range 23 53. The first port number in the range must be lower than the last
number in the range.

established — This operator applies only to TCP packets. If you use this operator, the policy applies to TCP
packets that have the ACK (Acknowledgment) or RST (Reset) bits set on (set to “1”) in the Control Bits field of
the TCP packet header. Thus, the policy applies only to established TCP sessions, not to new sessions. See
Section 3.1, “Header Format”, in RFC 793 for information about this field.

NOTE: This operator applies only to destination TCP ports, not source TCP ports.

The <tcp/udp-port> parameter specifies the TCP or UDP port number or well-known name. In release 07.6.01
and later, you can specify a well-known name for any application port whose number is less than 1024. For other
application ports, you must enter the number. Enter “?” instead of a port to list the well-known names recognized
by the CLI.

The in | out parameter specifies whether the ACL applies to incoming traffic or outgoing traffic on the interface to
which you apply the ACL. You can apply the ACL to an Ethernet port, POS port, or a virtual interface.

NOTE: The out option is not supported in the rule-based ACL mode.

NOTE: Ifthe ACL is for the inbound traffic direction on a virtual routing interface, you also can specify a subset of
ports within the VLAN containing that interface when assigning an ACL to the interface. See “Configuring
Numbered and Named ACLs” on page 6-14.

The precedence <name> | <num> parameter of the ip access-list command specifies the IP precedence. The
precedence option for of an IP packet is set in a three-bit field following the four-bit header-length field of the
packet’s header. You can specify one of the following:

critical or 5 — The ACL matches packets that have the critical precedence. If you specify the option number
instead of the name, specify number 5.

flash or 3 — The ACL matches packets that have the flash precedence. If you specify the option number
instead of the name, specify number 3.

flash-override or 4 — The ACL matches packets that have the flash override precedence. If you specify the
option number instead of the name, specify number 4.

immediate or 2 — The ACL matches packets that have the immediate precedence. If you specify the option
number instead of the name, specify number 2.
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e internet or 6 — The ACL matches packets that have the internetwork control precedence. If you specify the
option number instead of the name, specify number 6.

e network or 7 — The ACL matches packets that have the network control precedence. If you specify the option
number instead of the name, specify number 7.

e priority or 1 — The ACL matches packets that have the priority precedence. If you specify the option number
instead of the name, specify number 1.

* routine or 0 — The ACL matches packets that have the routine precedence. If you specify the option number
instead of the name, specify number 0.

The tos <name> | <num> parameter of the ip access-list command specifies the IP ToS. You can specify one of
the following:

* max-reliability or 2 — The ACL matches packets that have the maximum reliability ToS. The decimal value
for this option is 2.

e  max-throughput or 4 — The ACL matches packets that have the maximum throughput ToS. The decimal
value for this option is 4.

* min-delay or 8 — The ACL matches packets that have the minimum delay ToS. The decimal value for this
option is 8.

* min-monetary-cost or 1 — The ACL matches packets that have the minimum monetary cost ToS. The
decimal value for this option is 1.

NOTE: This value is not supported on JetCore and 10 Gigabit Ethernet modules.

* normal or 0 — The ACL matches packets that have the normal ToS. The decimal value for this option is 0.

e <num>— A number from 0 — 15 that is the sum of the numeric values of the options you want. The ToS field
is a four-bit field following the Precedence field in the IP header. You can specify one or more of the following.
To select more than one option, enter the decimal value that is equivalent to the sum of the numeric values of
all the ToS options you want to select. For example, to select the max-reliability and min-delay options,
enter number 10. To select all options, select 15.

The ip-pkt-len <value> parameter filters ICMP packets based on the IP packet length. The device uses the
<value> to match the total length field in the IP header of ICMP packets. You can specify a value from 1 — 65535.

NOTE: This parameter applies only if you specified icmp as the <ip-protocol> value. The ip-pkt-len <value>
parameter is supported in software releases 07.7.00 and later.

The priority, priority-force, priority-mapping, dscp-mapping, and dscp-marking options are supported in
software releases 07.6.01 and later, and apply to JetCore devices and 10 Gigabit Ethernet modules. The dscp-
marking option is also supported on the FES X-Series. See the section “QoS Options for IP ACLs (Rule-Based
ACLs)” on page 6-44.

The dscp-cos-mapping option is supported only on the FES X-Series. See the section “QoS Options for IP ACLs
(Rule-Based ACLs)” on page 6-44.

The log parameter enables SNMP traps and Syslog messages for packets denied by the ACL.

* The log parameter is not supported on the FES X-Series devices.

*  You can enable logging on ACLs and filters that support logging even when the ACLs and filters are already in
use. To do so, re-enter the ACL or filter command and add the log parameter to the end of the ACL or filter.
The software replaces the ACL or filter command with the new one. The new ACL or filter, with logging
enabled, takes effect immediately.

On devices running Enterprise software release 08.0.00 and later, you can specify a hostname for host <source-
hostname> host <destination-hostname> parameter. See “Specifying a Host Name in an ACL Statement” on
page 6-37.
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Configuring Standard or Extended Named ACLs

To configure a named IP ACL, use the following CLI method.
USING THE CLI

The commands for configuring named ACL entries are different from the commands for configuring numbered
ACL entries. The command to configure a numbered ACL is access-list. The command for configuring a named
ACL is ip access-list. In addition, when you configure a numbered ACL entry, you specify all the command
parameters on the same command. When you configure a named ACL, you specify the ACL type (standard or
extended) and the ACL number with one command, which places you in the configuration level for that ACL. Once
you enter the configuration level for the ACL, the command syntax is the same as the syntax for numbered ACLs.

The following examples show how to configure a named standard ACL entry and a named extended ACL entry.

Configuration Example for Standard ACL
To configure a named standard ACL entry, enter commands such as the following.

Biglron(config)# ip access-list standard Netl
Biglron(config-std-nacl)# deny host 209.157.22.26 log
Biglron(config-std-nacl)# deny 209.157.29.12 log
Biglron(config-std-nacl)# deny host IPHostl log
Biglron(config-std-nacl)# permit any
Biglron(config-std-nacl)# exit

Biglron(config)# int eth 1/1

Biglron(config-if-1/1)# iIp access-group Netl out

The commands in this example configure a standard ACL named “Net1”. The entries in this ACL deny packets
from three source IP addresses from being forwarded on port 1/1. Since the implicit action for an ACL is “deny”,
the last ACL entry in this ACL permits all packets that are not explicitly denied by the first three ACL entries. For
an example of how to configure the same entries in a numbered ACL, see “Configuring Standard Numbered
ACLs” on page 6-14.

Notice that the command prompt changes after you enter the ACL type and name. The “std” in the command
prompt indicates that you are configuring entries for a standard ACL. For an extended ACL, this part of the
command prompt is “ext. The “nacl” indicates that are configuring a named ACL.

Syntax: ip access-list extended | standard <string> | <num>
The extended | standard parameter indicates the ACL type.

The <string> parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. You can
use blanks in the ACL name if you enclose the name in quotation marks (for example, “ACL for Net1”). The
<num> parameter allows you to specify an ACL number if you prefer. If you specify a number, you can specify
from 1 — 99 for standard ACLs or 100 — 199 for extended ACLs.

NOTE: Forconvenience, the software allows you to configure numbered ACLs using the syntax for named ACLs.
The software also still supports the older syntax for numbered ACLs. Although the software allows both methods
for configuring numbered ACLs, numbered ACLs are always formatted in the startup-config and running-config
files in using the older syntax, as follows.

access-list 1 deny host 209.157.22.26 log
access-list 1 deny 209.157.22.0 0.0.0.255 log
access-list 1 permit any

access-list 101 deny tcp any any eq http log

The options at the ACL configuration level and the syntax for the ip access-group command are the same for
numbered and named ACLs and are described in “Configuring Standard Numbered ACLs” on page 6-14.
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Configuration Example for Extended ACL
To configure a named extended ACL entry, enter commands such as the following.

Biglron(config)# ip access-list extended “block Telnet”
Biglron(config-ext-nacl)# deny tcp host 209.157.22.26 any eq telnet log
Biglron(config-ext-nacl)# permit ip any any

Biglron(config-ext-nacl)# exit

Biglron(config)# int eth 1/1

Biglron(config-if-1/1)# ip access-group “block Telnet” in

The options at the ACL configuration level and the syntax for the ip access-group command are the same for
numbered and named ACLs and are described in “Configuring Extended Numbered ACLs” on page 6-17.

USING THE WEB MANAGEMENT INTERFACE

You cannot configure IP ACLs using the Web management interface.

Displaying ACL Definitions
To display the ACLs configured on a device, use the show ip access-lists command. Here is an example:
Biglron(config)# show ip access-lists

Extended IP access list 101
deny tcp host 209.157.22.26 host 209.157.22.26 eq http log

Syntax: show ip access-lists [<num>]

The show access-list and show ip access-list commands have been updated to display ACL entries with line
numbers.

In Enterprise Ironware software release 07.8.00, the show access-list and show ip access-list commands have
been modified to allow you to display a portion of the ACL contents, beginning with a specific entry. For example, if
there are five entries in an ACL, you can enter a show command to display its contents beginning with the third
entry.

Numbered ACL

For a numbered ACL, you can enter a command such as the following:

Biglron(config)# show access-list 99 3
Standard IP access-list 99

3. deny 10.10.10.1

4. deny 192.168.1.13

5. permit any

Total number of entries in ACL 99 5

Grand total number of entries in all ACLs: 200
Syntax: show access-list <acl-number> [<line-number>]

Enter the ACLs number for the <acl-number> parameter.

Determine from which line you want the displayed information to begin and enter that number for the <line-
number> parameter.

Named ACL

For a named ACL, enter a command such as the following:
Biglron(config)# ip show access-list standard melon 3
Standard IP access-list melon

3. deny host 5.6.7.8

4. deny 192.168.12.3
5. permit any

Total number of entries in ACL melon 5
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Grand total number of entries in all ACLs: 200
Syntax: show ip access-list <acl-name> | <acl-number> [<line-number>]
The ACLs name for the <acl-name> parameter or the the ACL's number for <acl-numbers.

Determine from which line you want the displayed information to begin and enter that number for the <line-
number> parameter.

Displaying of TCP/UDP Numbers in ACLs

Beginning with Enterprise IronWare software release 07.7.00, you can display the port numbers of TCP/UDP
application information instead of their TCP/UDP well-known port name in the output of show commands and
other commands that contain application port information. For example, entering the following command causes
the Foundry device to display 80 (the port number) instead of http (the well-known port name).

Biglron(config)# ip show-acl-service-number
Syntax: [no] ip show-acl-service-number

By default, Foundry devices display TCP/UDP application information in named notation.

Displaying ACLs Using Keywords

You limit the displayed ACL entries to those that contain a specified keyword.
Numbered ACL

You may have the following numbered ACL:

Biglron(config)# show access-list 99
Standard IP access-list 99

1. deny host 1.2.3.4

2. permit host 5.6.7.8

3. permit host 5.10.11.12

4. permit any

Total number of entries in ACL 99: 4

Grand total number of entries in all ACLs: 200

If you want to display ACL entries beginning with the entry that contains the keyword “5” enter the following
command:

Biglron(config)# show access-list 99 | begin 5

Standard IP access-list 99

2. permit host 5.6.7.8

3. permit host 5.10.11.12

4. permit any

Total number of entries in ACL 99: 4

Grand total number of entries in all ACLs: 200

Since the second entry is the first entry that contains the keyword “5”, the display begins with line 2.
If you want to display only the ACL entries that contain the keyword “5” enter the following command:

Biglron(config)# show access-list 99 | include 5
Standard IP access-list 99

2. permit host 5.6.7.8

3. permit host 5.10.11.12

Total number of entries in ACL 99: 4

Grand total number of entries in all ACLs: 200
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The second and third entries in the ACL contain the keyword “5” and are displayed in the show access-list.

If you want to exclude ACL entries that contain a keyword from the show access-list display, enter the following
command:

Biglron(config)# show access-list 99 | exclude 5
Standard IP access-list 99

1. deny host 1.2.3.4

4_ permit any

Total number of entries in in ACL 99: 4

Grand total number of entries in all ACLs: 200

The second and third ACL entries are left out from the display.

Syntax: show access-list <acl-number> | beginlexcludelinclude <keyword>
Enter the ACL's number for the <acl-number> parameter.

Use the | operator to indicate a keyword.

Enter the begin <keyword> parameter to start the display beginning with the first line containing the text that
matches the keyword. For example, if you enter begin Total, the displayed information begins with the line
containing the word “Total”.

Enter the exclude <keyword> parameter to exclude any lines containing text that match the keyword. For
example, if you enter exclude Total, any line containing the word “Total” is excluded from the display.

Enter the include <keyword> display only those lines containing text that match the keyword. For example, if you
enter include Total, any line containing the word “Total” is included in the display.

Named ACLs
You may have the following numbered ACL:

Biglron(config)# show access-list melon
Standard IP access-list melon

1. deny host 1.2.3.4

2. permit host 5.6.7.8

3. permit host 5.10.11.12

4. permit any

Total number of entries in ACL melon: 4

Grand total number of entries in all ACLs: 200

If you want to display ACL entries beginning with the entry that contains the keyword “5” enter the following
command:

Biglron(config)# show access-list melon | begin 5
Standard IP access-list melon

2. permit host 5.6.7.8

3. permit host 5.10.11.12

4. permit any

Total number of entries in ACL melon: 4

Grand total number of entries in all ACLs: 200

Since the second entry is the first entry that contains the keyword “5”, the display begins with line 2.
If you want to display only the ACL entries that contain the keyword “5” enter the following command:

Biglron(config)# show access-list melon | include 5
Standard IP access-list melon

2. permit host 5.6.7.8

3. permit host 5.10.11.12
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Total number of entries in ACL melon: 4
Grand total number of entries in all ACLs: 200
The second and third entries in the ACL contain the keyword “5” and are displayed in the show access-list.

If you want to exclude ACL entries that contain a keyword from the show access-list display, enter the following
command:

Biglron(config)# show access-list melon | exclude 5
Standard IP access-list melon

1. deny host 1.2.3.4

4. permit any

Total number of entries in in ACL melon: 4

Grand total number of entries in all ACLs: 200

The second and third ACL entries are left out from the display.

Syntax: show ip access-list <acl-number> | begin | exclude | include <keyword>
Enter the ACL's number for the <acl-number> parameter.

Use the | operator to indicate a keyword.

Enter the begin <keyword> parameter to start the display beginning with the first line containing text that matches
the keyword. For example, if you enter begin Total, the displayed information begins with the line containing
the word “Total”.

Enter the exclude <keyword> parameter to exclude any lines containing text that match the keyword. For
example, if you enter exclude Total, any line containing the word “Total” is excluded from the display.

Enter the include <keyword> display only those lines containing text that match the keyword. For example, if you
enter include Total, any line containing the word “Total” is included in the display.

NOTE: If ACL entries, for both numbered and named ACLs, have remarks, the display will also include the
remarks if they contain characters that match the specified keywords. For example, ACL 99 might contain the
following entries:

Biglron(config)# show access-list 99
Standard IP access-list 99
ACL Remark: Deny Building A
1. deny host 1.2.3.4
Permit First Floor Users
2. permit host 5.6.7.8
3. deny host 5.10.11.12
4. permit any

Total number of entries iIn ACL 99: 4
Grand total number of entries in all ACLs: 200

To show all entries containing the keyword “deny” you obtain the following output:

Biglron(config)# show access-list 99 | include deny
Standard IP access-list 99
ACL Remark: Deny Building A
1. deny host 1.2.3.4
3. deny host 5.10.11.12

Total number of entries in ACL 99: 4
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Grand total number of entries in all ACLs: 200

All lines with the keyword “deny”, including remarks are included in the display.

Modifying ACLs

When you use the Foundry device’s CLI or Web management interface to configure any ACL, the software places
the ACL entries in the ACL in the order you enter them. For example, if you enter the following entries in the order
shown below, the software always applies the entries to traffic in the same order.

Biglron(config)# access-list 1 deny 209.157.22.0/24
Biglron(config)# access-list 1 permit 209.157.22.26

Thus, if a packet matches the first ACL entry in this ACL and is therefore denied, the software does not compare
the packet to the remaining ACL entries. In this example, packets from host 209.157.22.26 will always be
dropped, even though packets from this host match the second entry.

You can use the CLI to reorder entries within an ACL by individually removing the ACL entries and then re-adding
them. To use this method, enter “no” followed by the command for an ACL entry, and repeat this for each ACL
entry in the ACL you want to edit. After removing all the ACL entries from the ACL, re-add them.

This method works well for small ACLs such as the example above, but can be impractical for ACLs containing
many entries. Therefore, Foundry devices provide an alternative method. The alternative method lets you upload
an ACL list from a TFTP server and replace the ACLs in the device’s running-config file with the uploaded list.
Thus, to change an ACL, you can edit the ACL on the file server, then upload the edited ACL to the device. You
then can save the changed ACL to the device’s startup-config file.

ACL lists contain only the ACL entries themselves, not the assignments of ACLs to interfaces. You must assign
the ACLs on the device itself.

NOTE: The only valid commands that are valid in the ACL list are the access-list and end commands. The
Foundry device ignores other commands in the file.

To modify an ACL by configuring an ACL list on a file server:

1. Use a text editor to create a new text file. When you name the file, use 8.3 format (up to eight characters in
the name and up to three characters in the extension).

NOTE: Make sure the Foundry device has network access to the TFTP server.

2. Optionally, clear the ACL entries from the ACLs you are changing by placing commands such as the following
at the top of the file:

no access-list 1
no access-list 101

When you load the ACL list into the device, the software adds the ACL entries in the file after any entries that
already exist in the same ACLs. Thus, if you intend to entirely replace an ACL, you must use the no access-
list <num> command to clear the entries from the ACL before the new ones are added.

3. Place the commands to create the ACL entries into the file. The order of the separate ACLs does not matter,
but the order of the entries within each ACL is important. The software applies the entries in an ACL in the
order they are listed within the ACL. Here is an example of some ACL entries:

access-list 1 deny host 209.157.22.26 log
access-list 1 deny 209.157.22.0 0.0.0.255 log
access-list 1 permit any

access-list 101 deny tcp any any eq http log

The software will apply the entries in ACL 1 in the order shown and stop at the first match. Thus, if a packet is
denied by one of the first three entries, the packet will not be permitted by the fourth entry, even if the packet
matches the comparison values in this entry.
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4. Enter the command “end” on a separate line at the end of the file. This command indicates to the software
that the entire ACL list has been read from the file.

5. Save the text file.

6. On the Foundry device, enter the following command at the Privileged EXEC level of the CLI:

copy tftp running-config <tftp-ip-addr> <filename>

NOTE: This command will be unsuccessful if you place any commands other than access-list and end (at
the end only) in the file. These are the only commands that are valid in a file you load using the copy tftp
running-config... command.

7. To save the changes to the device’s startup-config file, enter the following command at the Privileged EXEC
level of the CLI:

write memory
Here is a complete example of an ACL configuration file.

no access-list 1

no access-list 101

access-list 1 deny host 209.157.22.26 log
access-list 1 deny 209.157.22.0 0.0.0.255 log
access-list 1 permit any

access-list 101 deny tcp any any eq http log
end

NOTE: Do not place other commands in the file. The Foundry device reads only the ACL information in the file
and ignores other commands, including ip access-group commands. To assign ACLs to interfaces, use the CLI.

Adding, Inserting, Replacing, or Deleting a Comment

You can add, insert, replace, or delete comments to an ACL entry. First enter a show command as discussed in
“Displaying a List of ACL Entries” on page 6-33 to determine the line number of the entry you want to update or
where you want to insert the new ACL entry. Then enter a command as shown in one of the two sections below.

Numbered ACL: Adding or Replacing a Comment
To add a comment to an ACL entry in a numbered ACL, do the following:
1. use the show access-list to display the entries in an ACL. For example:

Biglron(config)# show access-list 99
Standard IP access-list 99

1. deny host 1.2.4.5

2. permit host 5.6.7.8

3. permit any

Total number of entries in ACL 99: 3
Grand total number of entries in all ACLs: 200

2. To add the comment "Permit all users" to the second entry in the list, enter a command such as the following:
Biglron(config)# access-list 99 insert 2 remark Permit all users

3. Entering a show access-list command displays the following:

Biglron(config)# show access-list 99
Standard IP access-list 99
1. deny host 1.2.4.5

Permit all users
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2. permit host 5.6.7.8
3. permit any
Total number of entries in ACL 99: 3
Grand total number of entries in all ACLs: 200
Syntax: access-list <acl-num> insert <line-number> | replace <line-number> remark <comment-text>
Simply entering access-list <acl-num> remark <comment-text> adds a remark to the next ACL entry you create.
The insert <line-number> parameter indicates into which entry the comment is to be added.
The replace <line-number> parameter indicates which entry’s remark will be replaced.

The remark <comment-text> adds a comment to the ACL entry. The remark can have up to 128 characters in
length. The comment must be entered separately from the actual ACL entry; that is, you cannot enter the ACL
entry and the ACL comment with the same command. Also, in order for the remark to be displayed correctly in the
output of show commands, the comment must be entered immediately before the ACL entry it describes.

Complete the syntax by specifying any options you want for the ACL entry. Options you can use to configure
standard or extended numbered ACLs are discussed in the Foundry Enterprise Configuration and Management
Guide.

Numbered ACLs: Deleting a Comment

To delete a remark from a named ACL entry, enter the following command:
Biglron(config)# access-list 99 delete 2 remark

Syntax: delete <line-number> remark

Named ACLs: Adding a Comment to a New ACL

You can add, insert, replace, and delete ACL entry remarks. To add a comment, do the following:

1. Use the show access-list command to display the contents of the ACL. For example, you may have an ACL
named "melon" and a show access-list command shows that it has only one entry.

Biglron(config)# show access-list melon
Standard IP access-list 99
1. deny host 1.2.4.5

2. Add a new entry with a remark to this named ACL by entering commands such as the following:

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# remark Deny traffic from Marketing
Biglron(config-std-nacl)# deny 5.6.7.8

3. Enter a show access-list command displays the new ACL entry with its remark:

Biglron(config)# show access-list melon

Standard IP access-list melon

1. deny host 1.2.4.5

Deny traffic from Marketing

2. permit host 5.6.7.8

Total number of entries in ACL melon: 2

Grand total number of entries in all ACLs: 200
Syntax: ip access-list standard | extended <acl-name> | <acl-num>
Syntax: remark <comment-text>

Syntax: deny <options> | permit <options>
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The standard | extended parameter indicates the ACL type.

The <acl-name> parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. You
can use blanks in the ACL name if you enclose the name in quotation marks (for example, “ACL for Net1”). The
<acl-num> parameter allows you to specify an ACL number if you prefer. If you specify a number, enter a number
from 1 — 99 for standard ACLs or 100 — 199 for extended ACLs.

The remark <comment-text> adds a comment to the ACL entry that you are about to create. The comment can
have up to 128 characters in length. The comment must be entered separately from the actual ACL entry; that is,
you cannot enter the ACL entry and the ACL comment with the same command. Also, in order for the remark to be
displayed correctly in the output of show commands, the comment must be entered immediately before the ACL
entry it describes.

Enter deny to deny the specified traffic or permit to allow the specified traffic. Complete the configuration by
specifying <options> for the standard or extended ACL entry. Options you can use to configure standard or
extended named ACLs are discussed in the Foundry Enterprise Configuration and Management Guide.

Named ACLs: Inserting or Replacing Comments to Existing ACL Entries

To insert a comment to an existing entry in the ACL named melon, or to replace a comment for an ACL entry,
display the list of entries in the ACL.

Biglron(config)# show access-list melon
Standard IP access-list melon

1. deny host 1.2.4.5

2. permit host 5.6.7.8

3. permit any

Total number of entries in ACL melon: 3
Grand total number of entries in all ACLs: 200

To add the comment "Permit all users" to the second entry in the list, enter a command such as the following:

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# insert 3 remark Permit all users

Use the show access-list command to display the updated ACL:

Biglron(config)# show access-list melon
Standard IP access-list melon
1. deny host 1.2.4.5
2. permit host 5.6.7.8
Permit all users
3. permit ip any any

Total number of entries in ACL melon: 3
Grand total number of entries in all ACLs: 200

To replace the comment for the third entry, enter commands such as the following:

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# replace 3 remark All users allowed

Entering the show access-list command displays the updated ACL:

Biglron(config)# show access-list melon
Standard IP access-list melon
1. deny host 1.2.4.5
2. permit host 5.6.7.8
All users allowed
3. permit ip any any

Total number of entries in ACL melon: 3
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Grand total number of entries in all ACLs: 200

Syntax: ip access-list standard | extended <acl-name> | <acl-num>

Syntax: insert <line-number> | replace <line-number> remark <comment-text>
The standard | extended parameter indicates the ACL type.

The <acl-name> parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. You
can use blanks in the ACL name if you enclose the name in quotation marks (for example, “ACL for Net1”). The
<acl-num> parameter allows you to specify an ACL number if you prefer. You can specify a number from 1 — 99 for
standard ACLs or 100 — 199 for extended ACLs.

The insert <line-number> parameter indicates into which entry the comment is to be added. The replace <line-
number> command indicates which remarks will be replaced.

The remark <comment-text> adds a comment to the ACL entry. The remark can have up to 128 characters in

length. The comment must be entered separately from the actual ACL entry; that is, you cannot enter the ACL

entry and the ACL comment with the same access-list command. Also, in order for the remark to be displayed
correctly in the output of show commands, the comment must be entered immediately before the ACL entry it

describes.

Complete the syntax by specifying options for the ACL entry. Options you can use to configure standard or
extended named ACLs are discussed in the Foundry Enterprise Configuration and Management Guide.

Deleting a Remark from a Named ACL.
To delete a remark from a named ACL, enter the following command:

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# delete 3 remark

Syntax: delete <line-number> remark

Inserting, Deleting, and Replacing ACL Entries

ACL support in most Foundry devices append newly created ACL entries to the end of the ACL list. Since ACL
entries are applied to data packets in the order they appear in a list, you needed to create ACLs in the order you
want them applied.

In devices running Enterprise IronWare software release 07.8.00 and later, the CLI command for standard and
extended ACLs has been enhanced with the following options:

* Insert a new ACL entry within an existing ACL
e Delete an entry from an ACL

* Replace an existing ACL entry

Displaying a List of ACL Entries

The show access-list and show ip access-list commands displays ACL entries with line numbers.
Numbered ACLs
To display the contents of numbered ACLs, enter a command such as the following:

Biglron# show access-list 99
Standard IP access list 99
1. deny host 1.2.4.5

2. deny host 5.6.7.8

3. permit any

Total number of entries iIn ACL 99: 3
Grand total number of entries in all ACLs: 200

Syntax: show access-list <acl-num> | all
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Named ACLs
To display the contents of named ACLs, enter a command such as the following:

Biglron# show ip access-list melon

Standard IP access list melon

1. deny host 1.2.4.5

2. deny host 5.6.7.8

3. permit any

Total number of entries in ACL melon: 3

Grand total number of entries in all ACLs: 200

Syntax: show ip access-list <acl-num> | <acl-name>

Inserting an ACL Entry

To insert an entry in an ACL, use a show command to determine where you want to insert the new entry. Then
enter commands as shown in the following sections.

Numbered ACLs

Biglron(config)# access-list 99 insert 2 deny 5.6.7.8
The example inserts a new ACL entry in line 2 of ACL 99.

Syntax: access-list <acl-num> insert <line-num>

The <acl-num> parameter identifies the numbered ACL into which the new entry will be inserted. This number can
be from 1 - 99 for standard ACLs or from 100 - 199 for extended ACLs.

The insert <line-num> parameter indicates where the new ACL entry will be inserted. After the new entry is
inserted, the ACL list is renumbered.

Complete the configuration by specifying options for the ACL entry. Options you can use to configure standard or
extended numbered ACLs are discussed in the Foundry Enterprise Configuration and Management Guide.

Named ACLs

To insert an ACL entry that denies host 10.1.1.1 as the second entry in an ACL named melon, use the show ip
access-list to display the current entries in melon:

Biglron(config)# show ip access-list standard melon
Standard IP access-list melon

1. deny host 1.2.4.5

2. deny host 5.6.7.8

3. permit any

Total number of entries in ACL melon: 3

Grand total number of entries in all ACLs: 200

To add an entry that denies IP Host 10.1.1.1 from any source at line 2, enter:

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# insert 2 deny host 10.1.1.1

Entering a show ip access-list melon command displays the updated list.

Biglron(config)# ip show access-list standard melon
Standard IP access-list melon

1. deny host 1.2.4.5

2. deny host 10.1.1.1

3. deny host 5.6.7.8

4. permit any
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Total number of entries in ACL melon: 4

Grand total number of entries in all ACLs: 200
The updated list has been renumbered.

Syntax: insert <line-num> deny <options>

Syntax: insert <line-number> permit <options>

Syntax: insert <line-number> remark <comment-text>

The standard | extended parameter indicates the ACL type.

The <acl-name> parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. You
can use blanks in the ACL name if you enclose the name in quotation marks (for example, “ACL for Net1”). The
<acl-num> parameter allows you to specify an ACL number if you prefer. You can specify a number from 1 — 99 for
standard ACLs or 100 — 199 for extended ACLs.

Enter the number of the ACL for <acl-nums>.
ACL entry options for ip access-list are configured under the standard or extended ACL level.
The insert <line-num> parameter indicates where on the list the ACL entry is to be inserted.

Enter deny if you are creating an entry that denies access to the device. Enter permit to create an entry that
allows access to a device. Enter a remark to add a remark to an ACL entry.

Complete the configuration by specifying <options> for standard or extended ACL entries. Options you can use to
configure standard or extended named ACLs are discussed in the Foundry Enterprise Configuration and
Management Guide.

If you entered remark, enter a text string for <comment-text>.

Deleting an ACL Entry From Within a List

If you want to delete an ACL entry from within a list, enter a show command as discussed in “Displaying a List of
ACL Entries” on page 6-33 to determine the line number of the entry you want to delete. Then enter a command
as shown one of the two sections below.

Numbered ACLs
If you want to delete the second entry from a numbered ACL such as ACL 99, display the contents of the list.

Biglron(config)# show access-list 99

Standard IP access-list 99

1. deny host 1.2.4.5

2. deny host 5.6.7.8

3. permit any

Total number of entries in ACL 99: 3

Grand total number of entries in all ACLs: 200
Enter the following command:

Biglron(config)# access-list 99 delete 2
Display the contents of the updated list:

Biglron(config)# show ip access-list 99
Standard IP access-list 99

1. deny host 1.2.4.5

2. permit any

Total number of entries in ACL 99: 2

Grand total number of entries in all ACLs: 200
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The updated list has been renumbered.
Syntax: access-list <acl-number> delete <line-number>

The <line-number> parameter specifies the ACL entry to be deleted. The <acl-num> parameter allows you to
specify an ACL number if you prefer. If you specify a number, enter a number from 1 — 99 for standard ACLs or
100 — 199 for extended ACLs.

The delete <line-num> parameter indicates the ACL entry to be deleted.

Complete the configuration by specifying options for the ACL entry. Options you can use to configure standard or
extended numbered ACLs are discussed in “Configuring Standard Numbered ACLs” on page 6-14 and
“Configuring Extended Numbered ACLs” on page 6-17.

Named ACLs

To delete an ACL entry from an ACL named "melon", enter the following command to display the contents of the
ACL list:

Biglron#show access-list melon

Standard IP access list melon

1. deny host 1.2.4.5

2. deny host 10.1.1.1

3. deny host 5.6.7.8

4. permit any

Total number of entries in ACL melon: 4

Grand total number of entries in all ACLs: 200

To delete the second ACL entry from the list, enter a command such as the following :

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# delete 2

Enter the ip show access-list melon command to display the updated list.

Biglron(config)# ip show access melon all

Standard IP access list melon

1. deny hostl.2.4.5

2. deny host 5.6.7.8

3. permit any

Total number of entries in ACL melon: 3

Grand total number of entries in all ACLs: 200

The updated list has been renumbered.

Syntax: ip access-list standard | extended <acl-name> | <acl-number>
Syntax: delete <line-number>

The extended | standard parameter indicates the ACL type.

The <acl-name> parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. You
can use blanks in the ACL name if you enclose the name in quotation marks (for example, “ACL for Net1”). The
<acl-num> parameter allows you to specify an ACL number if you prefer. If you specify a number, enter a number
from 1 — 99 for standard ACLs or 100 — 199 for extended ACLs.

The delete parameter is entered in the standard or extended ip access-list level.

The delete <line-number> parameter indicates first ACL entry to be deleted.
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Specifying a Host Name in an ACL Statement

On device running Enterprise software release 08.0.00 and later, you can specify a host name within the
configuration of an access control list. For example, the following are valid ACL statements in release 08.0.00:

access-list 101 deny ip host www.google.com host www.ibm.com
access-list 102 permit tcp host www.sbc.com any eq telnet log

This enhancement is valid for both rule-based and flow-based ACLs.

When you enter an ACL statement that contains a host name in the CLI, the Foundry device attempts to resolve
the host name using the DNS resolver. The Foundry device checks its DNS cache for an entry corresponding to
the host name; if an entry is not found, the device sends a DNS query to the configured DNS server. When the

host name is resolved to an IP address, a Layer 4 CAM entry is created for the ACL.

If the host name cannot be resolved, then the ACL statement is not activated. When you enter the show run
command, a line such as the following appears for ACL statements referring to hosts that aren’t resolved:

permit udp host 3.3.3.3 host www.yahoo.com (not in effect)

When a host name in an ACL statement cannot be resolved, the Foundry device will periodically attempt to
resolve it. In addition, the Foundry device will periodically attempt to resolve host names that had been resolved
previously, but are no longer resolved because TTL expired. If the resolution is successful and the IP address has
changed, then the ACLs Layer 4 CAM entry is updated; otherwise, it remains unchanged.

Notes

* Inorder for the host name ACL feature to work, DNS must be properly configured on the Foundry device, and
the configured DNS server must be reachable from the Foundry device.

* If the host name times out, the Foundry device attempts to resolve the host name again. [f the resolution is
successful, there are two possibilities:

*  When the host-name-to-IP-address mapping is unchanged, the Layer 4 CAM entry remains intact.

e When the host-name-to-IP-address mapping changes, the Layer 4 CAM entry is flushed with the new IP
address for the host.

If the host name resolution is unsuccessful, the Layer 4 CAM entry for the ACL is removed. The output of the
show run command displays the ACL entry as "not in effect". For example, if the host name
www.foundrynet.com is not resolved, then the output of the show run command would have the following
line:

permit udp host 3.3.3.3 host www.foundrynet.com (not in effect)

The Foundry device will then make multiple attempts to resolve the host name. If and when the host name is
resolved, a new Layer 4 CAM entry is created for the newly resolved IP address.

*  When the Foundry device is booted, it may take a few seconds for an ACL statement containing a host name
to take effect. This is because the device must first resolve the host name and create a Layer 4 CAM entry.
During this brief period, the output of the show run command displays the ACL entry as "not in effect".

Replacing an ACL Entry

If you want to replace the definition of an ACL entry, enter a show command as discussed in “Displaying a List of
ACL Entries” on page 6-33 to determine the line number of the entry you want to update. Then enter a command
as shown in one of the two sections below.

Numbered ACLs
For example, display the ACL entries in ACL 99.

Biglron(config)# show access-list 99
Standard IP access-list 99

1. deny host 1.2.4.5

2. deny host 10.8.9.1

3. permit any
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Total number of entries in ACL 99: 3

Grand total number of entries in all ACLs: 200

If you want to modify the second entry in ACL 99, enter a command such as the following:
Biglron(config)# access-list 99 replace 2 permit 5.6.7.8

Entering a show access-list command displays the updated list.

Biglron(config)# show access-list 99

Standard IP access-list 99

1. deny host 1.2.4.5

2. permit host 5.6.7.8

3. permit any

Total number of entries in ACL 99: 3

Grand total number of entries in all ACLs: 200
Syntax: access-list <acl-num> replace <line-num>

The <acl-num> parameter identifies the numbered ACL from which the ACL entry will be inserted. This number
can be from 1 - 99 for standard ACLs or 100 - 199 for extended ACLs.

The replace <line-num> parameter indicates which line you want to replace in the current ACL list. After the new
entry is inserted, the ACL list is renumbered.

Complete the configuration by specifying options for the ACL entry. Options you can use to configure standard or
extended numbered ACLs are discussed in the Foundry Enterprise Configuration and Management Guide.

Named ACLs
To replace an entry in the ACL named melon, display list of entries in the ACL.

Biglron(config)# show ip access-list melon

Standard IP access-list melon

1. deny ip host 1.2.4.5

2. deny 10.1.1.1

3. permit any

Total number of entries in ACL melon: 3

Grand total number of entries in all ACLs: 200

If you want to modify the second entry in ACL melon, enter a command such as the following:

Biglron(config)# ip access-list standard melon
Biglron(config-std-nacl)# replace 2 permit 5.6.7.8

Entering a show ip access-list command displays the updated list.

Biglron(config)# show ip access-list melon

Standard IP access-list melon

1. ip host 1.2.4.5

2. permit ip host 5.6.7.8

3. permit any

Total number of entries in ACL melon: 3

Grand total number of entries in all ACLs: 200

Syntax: ip access-list standard | extended <acl-name> | <acl-num> replace <line-num>
Syntax: replace <line-number> deny <options>

Syntax: replace <line-number> permit <options>
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Syntax: replace <line-number> remark <comment-text>
The standard | extended parameter indicates the ACL type.

The <acl-name> parameter is the ACL name. You can specify a string of up to 256 alphanumeric characters. You
can use blanks in the ACL name if you enclose the name in quotation marks (for example, “ACL for Net1”). The
<acl-num> parameter allows you to specify an ACL number if you prefer. If you specify a number, enter a number
from 1 — 99 for standard ACLs or 100 — 199 for extended ACLs.

Enter the number of the ACL for <acl-num>.
ACL entry options for ip access-list are configured under the standard or extended ACL level.
The insert <line-num> parameter indicates where on the list the ACL entry is to be inserted.

Enter deny if you are creating an entry that denies access to the device. Enter permit to create an entry that
allows access to the device. Enter a remark to add a remark to an ACL entry.

Complete the configuration by specifying <options> for the standard or extended ACL entry. Options you can use
to configure standard or extended named ACLs are discussed in the Foundry Enterprise Configuration and
Management Guide.

If you entered remark, enter a text string for <comment-text>.

Applying an ACLs to Interfaces

Configuration examples in the section “Configuring Numbered and Named ACLs” on page 6-14 show that you
apply ACLs to interfaces using the ip access-group command. This section present additional information about
applying ACLs to interfaces.

Reapplying Modified ACLs

For flow-based and rule-based ACLs, if you make an ACL configuration change, you must reapply the ACLs to
their interfaces to place the change into effect.

NOTE: On devices running Enterprise software releases, this section applies to software release 07.6.01 and
later. This section also applies to other Foundry devices.

An ACL configuration change includes any of the following:

e Adding, changing, or removing an ACL or an entry in an ACL

e Changing a PBR policy

e Enabling or disabling the TCP strict mode or UDP strict mode (flow-based ACLs only)

e Changing JetCore ToS-based QoS mappings (since JetCore QoS uses the Layer 4 CAM)

To reapply ACLs following an ACL configuration change, enter the following command at the global CONFIG level
of the CLI:

Biglron(config)# ip rebind-acl all

Syntax: [no] ip rebind-acl <num> | <name> | all

Applying an ACL to Outgoing Traffic on a Port

NOTE: This feature applies to release 02.0.02 for the Netlron IMR 640 only.

Release 02.0.02 for the Netlron IMR 640 supports filtering of both inbound and outbound IPv4 traffic.

The syntax for outbound ACL support on the Netlron IMR 640 is the same as on a Netlron Chassis device.
However, outbound ACL support on the Netlron IMR 640 is implemented in hardware, making it possible for the
Netlron IMR 640 to filter traffic at line-rate speed on 10 Gigabit interfaces.

To apply an ACL to outgoing traffic on a port, enter commands such as the following:
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NI IMR640 Router(config)# int eth 1/1
NI IMR640 Router(config-if-1/1)# ip access-group 1 out

The above command applies ACL 1 to outgoing traffic on port e 1/1.

Syntax: [no] ip access-group <num> in | out

Applying ACLs to a Virtual Routing Interface

NOTE: This feature is not supported on the Fastlron Edge Switch.

You can apply an ACL to a virtual routing interface. The virtual interface is used for routing between VLANs and
contains all the ports within the VLAN. If the ACL is for the inbound traffic direction, you also can specify a subset
of ports within the VLAN containing a specified virtual interface when assigning an ACL to that virtual interface.

Use this feature when you do not want the ACLs to apply to all the ports in the virtual interface’s VLAN or when
you want to streamline ACL performance for the VLAN.

NOTE: This feature applies only to a virtual interface’s inbound direction. You cannot use this feature to specify
a subset of ports for a virtual interface’s outbound direction.

To apply an ACL to a subset of ports within a virtual interface, enter commands such as the following:

Biglron(config)# vlan 10 name IP-subnet-vlan
Biglron(config-vlan-10)# untag ethernet 1/1 to 2/12
Biglron(config-vlan-10)# router-interface ve 1
Biglron(config-vlan-10)# exit

Biglron(config)# access-list 1 deny host 209.157.22.26 log
Biglron(config)# access-list 1 deny 209.157.29.12 log
Biglron(config)# access-list 1 deny host IPHostl log
Biglron(config)# access-list 1 permit any

Biglron(config)# interface ve 1

Biglron(config-vif-1)# ip access-group 1 in ethernet 1/1 ethernet 1/3 ethernet 2/1
to 2/4

The commands in this example configure port-based VLAN 10, add ports 1/1 —2/12 to the VLAN, and add virtual
routing interface 1 to the VLAN. The commands following the VLAN configuration commands configure ACL 1.
Finally, the last two commands apply ACL 1 to a subset of the ports associated with virtual interface 1.

Syntax: [no] ip access-group <nums> in ethernet <portnum> [<portnums...] to <portnum>

ACL Logging

You may want the software to log entries for ACLs in the syslog. This section present the how logging is processed
by flow-based and rule-based ACLs.

ACL Logging for Flow-Based ACLs

ACL logging is disabled by default for flow-based ACLs. However, when you configure an ACL entry, you can
enable logging for that entry by adding the log parameter to the end of the CLI command for the entry.

When you enable logging for an ACL entry, statistics for packets that match the permit or deny conditions of the
ACL entry are logged. For example, if you configure a standard ACL entry to deny all packets from source
address 209.157.22.26, statistics for packets that are explicitly denied by the ACL entry are logged in the Foundry
device’s Syslog buffer and in SNMP traps sent by the device.

The first time an ACL entry permits or denies a packet, the software immediately generates a Syslog entry and
SNMP trap. The software also starts a five-minute timer. The timer keeps track of all packets explicitly denied by
the ACL entries. After five minutes, the software generates a single Syslog entry for each ACL entry that has
denied a packet. The message indicates the number of packets denied by the ACL entry during the previous five
minutes.
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If no ACL entries explicitly permit or deny packets during an entire five-minute timer interval, the timer stops. The
timer restarts when an ACL entry explicitly permits or denies a packet.

NOTE: The timer for logging packets denied by Layer 2 filters is separate.

The software generates log entries only when packets are explicitly permitted or explicitly denied by ACLs. The
software does not generate log entries for implicitly permitted or denied entries. Depending on how many entries
have the log option and how often packets match those entries, ACL performance can be affected. Use the log
option only when needed.

Configuring the Layer 4 Session Log Timer

In Enterprise releases 07.6.03 and later, you can configure the Layer 4 session log timer, which is used for
keeping track of packets explicitly denied by an ACL.

When you enable logging for an ACL entry, statistics for packets that match the permit or deny conditions of the
ACL entry are logged in the Foundry device’s Syslog buffer and in SNMP traps sent by the device. The first time
an ACL entry permits or denies a packet, the software immediately generates a Syslog entry and SNMP trap. The
software also starts the Layer 4 session log timer. The timer keeps track of all packets explicitly denied by the ACL
entries. When the timer expires, the software generates a single Syslog entry for each ACL entry that has denied
a packet. The message indicates the number of packets denied by the ACL entry from the time that the timer was
started. If no ACL entries explicitly permit or deny packets during an entire timer interval, the timer stops. The
timer restarts when an ACL entry explicitly permits or denies a packet.

To store information about denied packets during the timer interval, the device makes entries in its Layer 4 session
table. If a large number of packets are denied by the ACL during the timer interval, it can consume a large portion
of the device’s Layer 4 resources. To prevent this from happening, starting in release 07.6.03, you can configure
the timer interval to be a shorter length of time. In releases prior to 07.6.03, the timer interval was set to 5 minutes
and was not configurable.

For example, to set the timer interval to 2 minutes, enter the following command:
Biglron(config)# ip access-list logging-age 2
Syntax: ip access-list logging-age <minutes>

You can set the timer to between 1 and 10 minutes. The default is 5 minutes.

ACL Logging for Rule-Based ACLs

Rule-based ACLs do not support the log option. Even when rule-based ACLs are enabled, if an ACL entry has
the log option, traffic that matches that ACL is sent to the CPU for processing. Depending on how many entries
have the log option and how often packets match those entries, ACL performance can be affected.

If your configuration already contains ACLs that you want to use with rule-based ACLs, but some of the ACLs
contain the log option, the software changes the ACL mode to flow-based for the traffic flows that match the ACL.
Changing the mode to flow-based enables the device to send the matching flows to the CPU for processing. This
is required because the CPU is needed to generate the Syslog message.

You can globally disable ACL logging without the need to remove the log option from each ACL entry. When you
globally disable ACL logging, the ACL entries remain unchanged but the log option is ignored and the ACL can
use the rule-based ACL mode. This enables you to use the ACLs in the rule-based ACL mode. You also can
configure the device to copy traffic that is denied by a rule-based ACL to an interface. This option allows you to
monitor the denied traffic without sending the traffic to the CPU.

To globally disable ACL logging, enter the following command at the global CONFIG level of the CLI:
Biglron(config)# ip access-list disable-log-to-cpu

Syntax: [no] ip access-list disable-log-to-cpu

To re-enable ACL logging, enter the following command:

Biglron(config)# no ip access-list disable-log-to-cpu
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Syslog Message for Changed ACL Mode

If the device changes the ACL mode from rule-based to flow-based, the device generates one of the following
Syslog notification messages:

e ACL insufficient L4 session resource, using flow based ACL instead.

e ACL exceed max DMA L4 cam resource, using flow based ACL instead. See “Specifying the Maximum
Number of CAM Entries for ACLs (Rule-Based ACLs)” on page 6-12.

* ACL insufficient L4 cam resource, using flow based ACL instead.

For explanation of the messages, see Table A.2 in Appendix A of the Foundry Switch and Router Installation and
Basic Configuration Guide.

Copying Denied Traffic to a Mirror Port for Monitoring

Although rule-based ACLs do not support ACL logging, you nonetheless can monitor the traffic denied by rule-
based ACLs. To do so, attach a protocol analyzer to a port and enable the device to redirect traffic denied by ACLs
to that port.

To redirect traffic denied by ACLs, enter the following command at the interface configuration level:
Biglron(config-if-1/1)# ip access-group redirect-deny-to-interf
Syntax: [no] ip access-group redirect-deny-to-interf

Enter the command on the port to which you want the denied traffic to be copied.

NOTE: The software requires that an ACL has already been applied to the interface.

When you enable redirection, the deny action of the ACL entry is still honored. Traffic that matches the ACL is not
forwarded.

Displaying ACL Log Entries
The first time an entry in an ACL permits or denies a packet and logging is enabled for that entry, the software

generates a Syslog message and an SNMP trap. Messages for packets permitted or denied by ACLs are at the
warning level of the Syslog.

When the first Syslog entry for a packet permitted or denied by an ACL is generated, the software starts an ACL
timer. After this, the software sends Syslog messages every one to ten minutes, depending on the value of the
timer interval. If an ACL entry does not permit or deny any packets during the timer interval, the software does not
generate a Syslog entry for that ACL entry. For more information about the timer, see “Configuring the Layer 4
Session Log Timer” on page 6-41.

NOTE: For an ACL entry to be eligible to generate a Syslog entry for permitted or denied packets, logging must
be enabled for the entry. The Syslog contains entries only for the ACL entries that deny packets and have logging
enabled.
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To display Syslog entries, use one of the following methods.
USING THE CLI

Enter the following command from any CLI prompt:

Biglron(config)# show log

Syslog logging: enabled (0O messages dropped, O flushes, 0 overruns)
Buffer logging: level ACDMEINW, 38 messages logged
level code: A=alert C=critical D=debugging M=emergency E=error
I=informational N=notification W=warning

Log Buffer (50 entries):
21d07h02m40s:warning:list 101 denied tcp 209.157.22.191(0)(Ethernet 4/18

0010.5a1f.77ed) -> 198.99.4.69(http), 1 event(s)

00d07h03m30s:warning:list 101 denied tcp 209.157.22.26(0) (Ethernet 4/18
0010.5a1f.77ed) -> 198.99.4.69(http), 1 event(s)

00d06h58m30s:warning:list 101 denied tcp 209.157.22.198(0)(Ethernet 4/18
0010.5a1f.77ed) -> 198.99.4.69(http), 1 event(s)

In this example, the two-line message at the bottom is the first entry, which the software immediately generates
the first time an ACL entry permits or denies a packet. In this case, an entry in ACL 101 denied a packet. The
packet was a TCP packet from host 209.157.22.198 and was destined for TCP port 80 (HTTP) on host
198.99.4.69.

When the software places the first entry in the log, the software also starts the five-minute timer for subsequent log
entries. Thus, five minutes after the first log entry, the software generates another log entry and SNMP trap for
denied packets.

In this example, the software generates the second log entry five minutes later.

The time stamp for the third entry is much later than the time stamps for the first two entries. In this case, no ACLs
denied packets for a very long time. In fact, since no ACLs denied packets during the five-minute interval following
the second entry, the software stopped the ACL log timer. The software generated the third entry as soon as the
ACL denied a packet. The software restarted the five-minute ACL log timer at the same time. As long as at least
one ACL entry permits or denies a packet, the timer continues to generate new log entries and SNMP traps every
five minutes.

You can also configure the maximum number of ACL-related log entries that can be added to the system log over
a one-minute period. For example, to limit the device to 100 ACL-related syslog entries per minute:

Biglron(config)# max-acl-log-num 100

Syntax: [no] max-acl-log-num <num>

You can specify a number between 0 — 4096. The default is 256. Specifying 0 disables all ACL logging.
USING THE WEB MANAGEMENT INTERFACE

1. Log on to the Layer 3 Switch using a valid user name and password for read-write access. The System
configuration panel is displayed.

2. Click on the plus sign next to Monitor in the tree view to expand the list of configuration options.

3. Select the System Log link.

Displaying ACL Statistics for Flow-Based ACLs

To display ACL statistics for flow-based ACLs, enter the following command:

Biglron(config)# show ip acl-traffic
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ICMP inbound packets received 400
ICMP inbound packets permitted 200
ICMP inbound packets denied 200

Syntax: show ip acl-traffic

The command lists a separate set of statistics for each of the following IP protocols:

« ICMP
« IGMP
« IGRP
. P

« OSPF
« TCP

« UDP

*  Protocol number, if an ACL is configured for a protocol not listed above

For TCP and UDP, a separate set of statistics is listed for each application port.

Clearing Flow-Based ACL Statistics

To clear the ACL statistics, enter the following command at the Privileged EXEC level of the CLI:
Biglron(config)# clear ip acl-traffic

Syntax: clear ip acl-traffic

QoS Options for IP ACLs (Rule-Based ACLSs)

NOTE: QoS options for IP ACLs are supported in software releases 07.6.01 and later, as well as in release
02.0.02 for the Netlron IMR 640 (see the Note about the specific QoS options for the Netlron IMR 640). DSCP
marking and DSCP CoS mapping are supported on the FES X-Series running software release 01.0.00 or later.

QoS options enable you to perform QoS for packets that match the ACLs. Using an ACL to perform QoS is an
alternative to the following methods:

* Directly setting the internal forwarding priority based on incoming port, VLAN membership, and so on. (This
method is described in “Assigning QoS Priorities to Traffic” on page 2-11.)

e Enabling the IP ToS-based QoS feature described in “Configuring Enhanced Quality of Service” on page 4-1.

NOTE: If you use an ACL on an interface, ToS-based QoS assumes that the ACLs will perform QoS for all
packets except the packets that match the permit ip any any ACL.

The following QoS ACL options are supported:

»  priority — Assigns traffic that matches the ACL to a hardware forwarding queue. In addition to changing the
internal forwarding priority, if the outgoing interface is an 802.1q interface, this option maps the specified
priority to its equivalent 802.1p (CoS) priority and marks the packet with the new 802.1p priority.

* internal-priority-marking and 802.1p-priority-marking — Supported on the FES X-Series. These
commands are similar to the priority command (described above) in software releases 07.6.01 and later.
These commands assign traffic that matches the ACL to a hardware forwarding queue (internal-priority-
marking), and re-mark the packets that match the ACL with the 802.1p priority (802.1p-priority-marking).

e  priority-force — Assigns packets of outgoing traffic that match the ACL to a specific hardware forwarding
queue, even though the incoming packet may be assigned to another queue. Specify one of the following QoS
queues:
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¢ 0-qosp0
e 1-—qospi
e 2-—qosp2
e 3-qosp3

e  priority-mapping — Matches on the packet’s 802.1p value. This option does not change the packet’s
forwarding priority through the device or mark the packet.

NOTE: This option is not supported on 10 Gigabit Ethernet modules.

e dscp-mapping — Matches on the packet's DSCP value. This option does not change the packet’s forwarding
priority through the device or mark the packet.

* dscp-marking — Marks the DSCP value in the outgoing packet with the value you specify.

* dscp-cos-mapping — Supported on the FES X-Series. This option is similar to the dscp-mapping
command (described earlier) in software releases 07.6.01 and later. This option maps the DSCP value in
incoming packets to a hardware table that provides mapping of each of the 0 — 63 DSCP values, and
distributes them among eight traffic classes (internal priorities) and eight 802.1p priorities.

NOTE: In release 02.0.02, the Netlron IMR 640 supports the priority, priority-force, and priority-mapping
QoS options.

For the priority-force option, if a packet’s 802.1p value is forced to another value by its assignment to a lower
value queue, it will retain that value when it is sent out through the outbound port.

The default behavior on previous revisions of this feature was to send the packet out with the the higher of two
possible values: the initial 802.1p value that the packet arrived with or the new (higher) priority that the packet has
been “forced” to. To return operation to the previous default behavior, see the merge-egress priorities command in
“Configuring Egress Priority Merging” on page 10-8.

Using an ACL to Change the Forwarding Queue
On the FES X Series

The internal-priority-marking <0 — 7> parameter assigns traffic that matches the ACL to a specific hardware
forwarding queue (qosp0 — qosp7).

NOTE: The internal-priority-marking parameter overrides port-based priority settings.

In addition to changing the internal forwarding priority, if the outgoing interface is an 802.1q interface, this
parameter maps the specified priority to its equivalent 802.1p (CoS) priority and marks the packet with the new
802.1p priority. Table 6.4 lists the default mappings of hardware forwarding queues to 802.1p priorities on the
FES X-Series.

Table 6.4: FES X-Series Default Mapping of Forwarding Queues to 802.1p Priorities

Forwarding qosp0 qosp1 qosp2 qosp3 qosp4 qosp5 qosp6 qosp7
Queue

802.1p 0 1 2 3 4 5 6 7

The 802.1p-priority-marking <0 — 7> parameter re-marks the packets of the 802.1q traffic that matches the ACL
with this new 802.1p priority, or marks the packets of the non-802.1q traffic that matches the ACL with this 802.1p
priority, later at the outgoing 802.1q interface.

Syntax: ...[dscp-marking <dscp-value> 802.1p-priority-marking <0 — 7> internal-priority-marking <0 — 7>]
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NOTE: For complete syntax information, see “Extended ACL Syntax” on page 6-20.

On Other Devices

The priority option enables you to assign traffic that matches the ACL to a specific hardware forwarding queue
(gospO0, qosp1, qosp2, or qosp3).

In addition to changing the internal forwarding priority, if the outgoing interface is an 802.1q interface, this option
maps the specified priority to its equivalent 802.1p (CoS) priority and marks the packet with the new 802.1p
priority. Table 6.5 lists the default mappings of hardware forwarding queues to 802.1p priorities.

Table 6.5: Default Mapping of Forwarding Queues to 802.1p Priorities

Forwarding qosp0 qosp0 qosp1i qosp1i qosp2 qosp2 qosp3 qosp3
Queue

802.1p 0 1 2 3 4 5 6 7

Here is an example of how to use the priority option.

Biglron(config)# access-list 110 permit ip any any priority 2
Biglron(config)# interface 1/1
Biglron(config-if-1/1)# ip access-group 110 out

These commands configure an extended ACL that places all IP traffic that is queued to be sent on port 1/1 into
hardware forwarding queue qosp2 on that port. In addition, if port 1/1 is tagged, the ACL also marks the packets
802.1p value.

)

The priority 01 1 12 | 3 parameter specifies the QoS queue:

e 0-qosp0
e 1-—qospi
¢ 2-qosp2
e 3-qosp3

NOTE: This priority option provides the same function as the Layer 4 IP access policies supported on Biglron
Chassis devices. If you configure both a Layer 4 IP access policy and an extended ACL to set the hardware
forwarding priority for the same traffic, the device uses the ACL instead of the IP access policy.

The priority-force parameter allows you assign packets of outgoing traffic that match the ACL to a specific
hardware forwarding queue, even though the incoming packet may be assigned to another queue. Select one of
the following QoS queue:

e 0-qosp0
e 1-—qospi
e 2-qosp2
e 3-qosp3

Matching on a Packet’s 802.1p Value

The priority-mapping option matches on the packet’s 802.1p value. This option does not change the packet’s
forwarding priority through the device or mark the packet.

NOTE: This option is not supported on 10 Gigabit Ethernet modules.

To configure an ACL that matches on a packet’s 802.1p priority, enter a command such as the following:
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Biglron(config)# access-list 111 permit ip 1.1.1.0 0.0.0.255 2.2.2_.x 0.0.0.255
priority-mapping O

Syntax: ...priority-mapping <8021p-value>

NOTE: For complete syntax information, see “Extended ACL Syntax” on page 6-20.

Matching on a Packet’s DSCP Value
On the FES X-Series

The dscp-cos-mapping option on the FES X-Series maps the DSCP value in incoming packets to a hardware
table that provides mapping of each of the 0 — 63 DSCP values, and distributes them among eight traffic classes
(internal priorities) and eight 802.1p priorities.

NOTE: The dscp-cos-mapping option overrides port-based priority settings.

Syntax: ...[dscp-marking <dscp-value> dscp-cos-mapping]
OR

Syntax: ...[dscp-cos-mapping]

NOTE: For complete syntax information, see “Extended ACL Syntax” on page 6-20.

On Other Devices

The dscp-mapping option matches on the packet’'s DSCP value. This option does not change the packet’s
forwarding priority through the device or mark the packet.

To configure an ACL that matches on a packet with DSCP value 29, enter a command such as the following:

Biglron(config)# access-list 112 permit ip 1.1.1.0 0.0.0.255 2.2.2.x 0.0.0.255 dscp-
mapping 29

Syntax: ...dscp-mapping <dscp-value>

NOTE: For complete syntax information, see “Extended ACL Syntax” on page 6-20.

Using an IP ACL to Mark ToS Values

The dscp-marking option for extended ACLs allows you to configure an ACL that marks matching packets with a
specified ToS value.

For example, the following commands configure an ACL that marks all IP packets with DSCP value 5. The ACL is
then applied to incoming packets on interface 1/1. Consequently, all inbound packets on interface 1/1 are marked
with the specified DSCP value.

Biglron(config)# access-list 120 permit ip any any dscp-marking 5
Biglron(config)# interface 1/1
Biglron(config-if-1/1)# ip access-group 120 in

Syntax: ...dscp-marking <dscp-value> 802.1p-priority-marking <0 — 7> internal-priority-marking <0 — 7>

The dscp-marking <dscp-value> parameter maps a DSCP value to an internal forwarding priority. The DSCP
value can be from 0 — 63.

The 802.1p-priority-marking <0 — 7> and internal-priority-marking <0 — 7> parameters apply only to the FES
X-Series devices. For information about these parameters, see “Using an ACL to Change the Forwarding Queue”
on page 6-45.
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Using an IP ACL to Map the DSCP Value

The dscp-cos-mapping option applies to the FES X-Series only. This parameter maps the DSCP value in
incoming packets to a hardware table that provides mapping of each of the 0 — 63 DSCP values, and distributes
them among eight traffic classes (internal priorities) and eight 802.1p priorities.

NOTE: The dscp-cos-mapping parameter overrides port-based priority settings.

Dropping All Fragments That Exactly Match a Flow-Based ACL

For a packet fragment that is sent to the CPU for processing, the device compares the fragment’s source and
destination IP addresses against the interface’s ACL entries. By default, if the fragment’s source and destination
IP addresses exactly match an ACL entry that also has Layer 4 information (source and destination TCP or UDP
application ports), the device permits or denies the fragment according to the ACL.

On an individual interface basis, you can configure an IronCore device to automatically drop a fragment whose
source and destination IP addresses exactly match an ACL entry that has Layer 4 information, even if that ACL
entry’s action is permit. To do so, enter the following command at the configuration level for an interface:

Biglron(config-if-1/1)# ip access-group frag deny

Syntax: [no] ip access-group frag deny

NOTE: This command was added in Enterprise software release 07.5.04.

NOTE: JetCore devices also support the ip access-group frag deny command but the command performs a
different service on JetCore devices. See “Enabling ACL Filtering of Fragmented Packets” on page 6-51.

Enabling ACL Duplication Check on Terathon Devices

NOTE: This feature is available in release 02.1.00 for the Biglron MG8 and Netlron 40G and release 02.0.02 for
the Netlron IMR 640.

In releases 02.1.00 for Biglron MG8 and Netlron 40G, and in release 02.0.02 for the Netlron IMR 640, the
software does not check for duplicate ACL entries. This is so the device can support the increased maximum
number of ACLs. In a system with several thousand ACL entries, checking for duplicate ACL entries may consume
a significant amount of time.

If desired, you can enable software checking for duplicate ACL entries. To do so, enter the following command at
the Global CONFIG level of the CLI:

Biglron MG8(config)# acl-duplication-check

Syntax: [no]acl-duplication-check

ACL Accounting for the Netlron IMR 640

Multi-Service devices monitor the number of times an ACL is used to filter incoming or outgoing traffic on an
interface. The show access-list accounting command displays the number of “hits” or how many times ACL
filters permitted or denied packets that matched the conditions of the filters.

NOTE: ACL accounting does not tabulate nor display the number of Implicit denials by an ACL.

Counters, stored in hardware, keep track of the number of times an ACL filter is used.
The counters that are displayed on the ACL accounting report are:

* 1s — Number of hits during the last second. This counter is updated every second.
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e 1m — Number of hits during the last minute. This counter is updated every one minute.
*  5m - Number of hits during the last five minutes. This counter is updated every five minutes.

* ac - Accumulated total number of hits. This counter begins when an ACL is bound to an interface and is
updated every one minute. This total is updated until it is cleared.

The accumulated total is updated every minute. For example, a minute after an ACL is bound to a port, it
receives 10 hits per second and continues to receive 10 hits per second. After one minute, the accumulated
total hits is 600. After 10 minutes, there will be 6000 hits.

The counters can be cleared when the device is rebooted, when an ACL is bound to or unbound from an interface,
or by entering a clear access-list command.

Enabling Accounting Statistics for All ACLs

Unlike other releases of Multi-Service IronWare, in release 02.0.02 ACL accounting is not automatically enabled.
Before you can collect ACL accounting statistics, you must enter the following command:

Biglron (config)# enable-acl-counter

Syntax: [no] enable-acl-counter

Displaying Accounting Statistics for All ACLs

To display a summary of the number of hits in all ACLs on a Multi-Service device, enter the following command:

NI IMR640 Router(config)#show access-list accounting brief

Collecting ACL accounting summary for VE 1 ... Completed successfully.
ACL Accounting Summary: (ac = accumulated since accounting started)
Int In ACL Total In Hit Out ACL Total Out Hit
VE 1 111 473963(1s)
25540391 (1m)
87014178(5m)
112554569 (ac)

The display shows the following information:

This Field... Displays...

The IP multicast traffic snooping state | The first line of the display indicates whether IP multicast traffic
snooping is enabled or disabled. If enabled, it indicates if the feature is
configured as passive or active.

Collecting ACL accounting summary Shows for which interfaces the ACL accounting information was

for <interface> collected and whether or not the collection was successful.

Int The ID of the interface for which the statistics are being reported.

In ACL The ID of the ACL used to filter the incoming traffic on the interface.
Total In Hit* The number of hits from incoming traffic processed by all ACL entries

(filters) in the ACL. A number is shown for each counter.

Out ACL ID of the ACL used to filter the outgoing traffic on the interface.

Total Out Hit* The number of hits from incoming traffic processed by all ACL entries
(filters) in the ACL. A number is shown for each counter.
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This Field... Displays...

* The Total In Hit and Total Out Hit displays the total number of hits for all the ACL entries (or filters) in an ACL.
For example, if an ACL has five entries and each entry processed matching conditions three times during the
last minute, then the total Hits for the 1m counter is 15.

Syntax: show access-list accounting brief [12 | policy-based-routing | rate-limit ]

The 12 parameter limits the display to Layer 2 ACL accounting information.

The policy-based-routing parameter limits the display to policy based routing accounting information.
The rate-limit parameter limits the display to rate limiting ACL accounting information.

IPv4 ACL accounting statistics are displayed if no option is specified.

Displaying Statistics for an Interface
To display statistics for an interface, enter commands such as the following:

NI IMR640 Router(config)#show access-list accounting ve 1 in
Collecting ACL accounting for VE 1 ... Completed successfully.
ACL Accounting Information:

Inbound: ACL 111
1: deny tcp any any

Hit count: (1 sec) 237000 (1 min)12502822
(5 min) 87014178 (accum) 99517000
3: permit ip any any
Hit count: (1 sec) 236961 (1 min) 13037569
(5 min) 0 (accum) 13037569
0: deny tcp 1.1.1.0 0.0.0.255 2.2.2.0 0.0.0.255
Hit count: (1 sec) 0 (1 min) O
(5 min) 0 (accum) O

2: deny udp any any
Hit count: (1 sec)
(5 min)

(1 min)

0
0 (accum)

[oNe)

The display shows the following information:

This Field... Displays...

The IP multicast traffic snooping state | The first line of the display indicates whether IP multicast traffic
snooping is enabled or disabled. If enabled, it indicates if the feature is
configured as passive or active.

Collecting ACL accounting summary Shows the interface included in the report and whether or not the

for <interface> collection was successful.
Outbound/Inbound ACL ID Shows the direction of the traffic on the interface and the ID of the
ACL used.
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This Field... Displays...

# Shows the index of the ACL entry, starting with O, followed by the
permit or deny condition defined for that ACL entry. (The first entry
created for an ACL is assigned the index 0. The next one created is
indexed as 1, and so on.)

ACL entries are arranged beginning with the entry with the highest
number of hits for IPv4 ACLs. For all other options, ACL entries are
displayed in order of ascending ACL filter IDs.

Hit count Shows the number of hits for each counter.

Syntax: show access-list accounting ethernet [<slot>/<port> | ve <ve-number>] in | out[I2 | policy-based-routing
| rate-limit]

Use ethernet <slot>/<port> to display a report for a physical interface.

Use ve <ve-number> to display a report for the ports that are included in a virtual routing interface. For example, if
ports 1/2, 1/4, and 1/6 are all members of ve 2, the report includes information for all three ports.

Use the in parameter to display statistics for incoming traffic; out for outgoing traffic.
The 12 parameter limits the display to Layer 2 ACL accounting information.

The policy-based-routing parameter limits the display to policy based routing accounting information. This
option is only available for incoming traffic.

The rate-limit parameter limits the display to rate limiting ACL accounting information.

Clearing the ACL Statistics

Statistics on the ACL account report can be cleared:

e When a software reload occurs

e When the ACL is bound to or unbound from an interface

*  When you enter the clear access-list command, as in the following example:
NI IMR640 Router(config)# clear access-list all

Syntax: clear access-list all | ethernet <slot>/<port> | ve <ve-num>

Enter all to clear all statistics for all ACLs.

Use ethernet <slot>/<port> to clear statistics for ACLs a physical port.

Use ve <ve-number> to clear statistics for all ACLs bound to ports that are members of a virtual routing interface.

Enabling ACL Filtering of Fragmented Packets

Filtering Fragmented Packets for Rule-Based ACLs (JetCore)

By default, when a rule-based ACL is applied to a port, the port will use the ACL to permit or deny the first
fragment of a fragmented packet. Generally, denying the first fragment of a packet is sufficient, since a transaction
cannot be completed without the entire packet. However, the action applied on the first packet may not be the
same action applied on subsequent fragments of the same packet. For example, if the first fragmented packet is
permitted, the next fragment of the packet may be wrongfully denied.

For tighter control, you can enable CPU filtering of all packet fragments on a port. When you enable CPU filtering,
the port sends all the fragments of a fragmented packet to the CPU. The CPU then permits or denies each
fragment according to the ACL applied to the port. You can enable CPU filtering of fragments on individual ports.
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You also can configure the port to drop all packet fragments.

NOTE: The fragmentation support described in this section applies only to JetCore devices and only to rule-
based ACLs.

NOTE: Enhanced fragment handling is not supported on 10 Gigabit Ethernet modules. By default, 10 Gigabit
Ethernet modules also forward the first fragment instead of using the ACLs to permit or deny the fragment.

To enable CPU filtering of packet fragments on an individual port, enter commands such as the following:

Biglron(config)# interface ethernet 1/1
Biglron(config-if-1/1)# ip access-group frag inspect

Syntax: [no] ip access-group frag inspect | deny
The inspect | deny parameter specifies whether you want fragments to be sent to the CPU or dropped:
* inspect — This option sends all fragments to the CPU.

* deny — This option begins dropping all fragments received by the port as soon as you enter the command.
This option is especially useful if the port is receiving an unusually high rate of fragments, which can indicate
a hacker attack.

NOTE: IronCore devices also support the ip access-group frag deny command but the command
performs a different service on IronCore devices. See “Dropping All Fragments That Exactly Match a Flow-
Based ACL”.

Throttling the Fragment Rate

By default, when you enable CPU filtering of packet fragments on a JetCore device, all fragments are sent to the
CPU. Normally, the fragment rate in a typical network does not place enough additional load on the CPU to
adversely affect performance. However, performance can be affected if the device receives a very high rate of
fragments. For example, a misconfigured server or a hacker can affect the device’s performance by flooding the
CPU with fragments.

You can protect against fragment flooding by specifying the maximum number of fragments the device or an
individual interface is allowed to send to the CPU in a one-second interval. If the device or an interface receives
more than the specified number of fragments in a one-second interval, the device either drops or forwards
subsequent fragments in hardware, depending on the action you specify. In addition, the device starts a holddown
timer and continues to either drop or forward fragments until the holddown time expires.

The device also generates a Syslog message.

To specify the maximum fragment rate per second, enter commands such as the following:

Biglron(config)# ip access-list frag-rate-on-system 15000 exceed-action drop
reset-interval 10

Biglron(config)# ip access-list frag-rate-on-interface 5000 exceed-action forward
reset-interval 5

The first command sets the fragment threshold at 15,000 per second, for the entire device. If the device receives
more than 15,000 packet fragments in a one-second interval, the device takes the specified action. The action
specified with this command is to drop the excess fragments and continue dropping fragments for a holddown time
of ten minutes. After the ten minutes have passed, the device starts sending fragments to the CPU again for
processing.

The second command sets the fragment threshold at 5,000 for individual interfaces. If any interface on the device
receives more than 5,000 fragments in a one-second interval, the device takes the specified action. In this case,
the action is to forward the fragments in hardware without filtering them. The device continues forwarding
fragments in hardware for five minutes before beginning to send fragments to the CPU again.
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Both thresholds apply to the entire device. Thus, if an individual interface’s fragment threshold is exceeded, the
drop or forward action and the holddown time apply to all fragments received by the device.

Syntax: [no] ip access-list frag-rate-on-system <num> exceed-action drop | forward reset-interval <mins>
and
Syntax: [no] ip access-list frag-rate-on-interface <num> exceed-action drop | forward reset-interval <mins>

The <num> parameter specifies the maximum number of fragments the device or an individual interface can
receive and send to the CPU in a one-second interval.

* frag-rate-on-system — Sets the threshold for the entire device. The device can send to the CPU only the
number of fragments you specify per second, regardless of which interfaces the fragments come in on. If the
threshold is exceeded, the device takes the exceed action you specify.

» frag-rate-on-interface — Sets the threshold for individual interfaces. If an individual interface receives more
than the specified maximum number of fragments, the device takes the exceed action you specify.

The <num> parameter specifies the maximum number of fragments per second.

*  For frag-rate-on-system, you can specify from 600 — 12800. The default is 6400.

*  For frag-rate-on-interface, you can specify from 300 — 8000. The default is 4000.

The drop | forward parameter specifies the action to take if the threshold (<num> parameter) is exceeded:
e drop —fragments are dropped without filtering by the ACLs

* forward — fragments are forwarded in hardware without filtering by the ACLs

The <mins> parameter specifies the number of minutes the device will enforce the drop or forward action after a
threshold has been exceeded. You can specify from 1 — 30 minutes, for frag-rate-on-system or frag-rate-on-
interface.

Syslog Messages for Exceeded Fragment Thresholds

If a fragment threshold is exceeded, the device generates one of the following Syslog messages.

Table 6.6: Syslog Messages for Exceeded Fragment Threshold

Message Level Message Explanation
Notification ACL system fragment packet inspect rate The <rate> indicates the maximum rate
<rate> exceeded allowed.
Notification ACL port fragment packet inspect rate <rate> | The <rate> indicates the maximum rate
exceeded on port <portnum> allowed.
The <portnum> indicates the port.

Filtering Fragmented or Non-Fragmented Packets on the Netlron IMR 640

NOTE: This topic applies to Netlron IMR 640 running releases 02.0.02 and later.

Multi-Service devices can filter fragmented and non-fragmented packets using extended ACLs.

To define an extended ACL to deny or permit traffic with fragmented or unfragmented packets, enter a command
such as those shown in one of the methods below:

Numbered ACLs
NI IMR640 Router(config)# access-list 111 deny ip any any fragment

NI IMR640 Router(config)# int eth 1/1
NI IMR640 Router(config-if-1/1)# ip access-group 111 in
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NI IMR640 Router(config)# write memory

The first line in the example defines ACL 111 to deny any fragmented packets. Other packets will be denied or
permitted, based on the next filter condition.

Next, after assigning the ACL to Access Group 111, the access group is bound to port 1/1. It will be used to filter
incoming traffic.

Syntax: access-list <acl-num> deny | permit <ip-protocol> <source-ip> | <hostname> <wildcard> [<operator>
<source-tcp/udp-port>] <destination-ip> | <hostname> [<icmp-type> | <num>] <wildcard>

[<operator> <destination-tcp/udp-port>] [precedence <name> | <num>] [tos <name> | <num>] [ip-pkt-len <value>]
[log] [fragment] | [non-fragmented]

The <acl-num> parameter identifies the numbered or the ACL. Enter a number from 100 - 199 for extended ACLs.

Enter the fragment parameter to allow the ACL to filter fragmented packets. Use the non-fragmented parameter
to filter non-fragmented packets.

NOTE: The fragmented and non-fragmented parameters cannot be used together in an ACL entry.

Complete the configuration by specifying options for the ACL entry. Options you can use are discussed in ........
Named ACLs
NI IMR640 Router(config)# ip access-list extended melon deny ip any any fragment

NI IMR640 Router(config)# int eth 1/1
NI IMR640 Router(config-if-1/1)# ip access-group melon in
NI IMR640 Router(config)# write memory

The first line in the example defines ACL melon to deny any fragmented packets. Other packets will be denied or
permitted, based on the next filter condition.

Next, after assigning the ACL to Access Group melon, the access group is bound to port 1/1. It will be used to filter
incoming traffic.

Syntax: ip access-list extended <acl-name> | <acl-num> deny | permit <ip-protocol> <source-ip> | <hostname>
<wildcard> [<operator> <source-tcp/udp-port>] <destination-ip> | <hostname> [<icmp-type> | <num>] <wildcard>
[<operator> <destination-tcp/udp-port>] [precedence <name> | <num>] [tos <name> | <num>] [ip-pkt-len <value>]
[log] [fragment] | [non-fragmented]

Enter extended to indicate the named ACL is an extended ACL.

The <acl-name> | <acl-num> parameter allows you to specify an ACL name or number. If using a name, specify a
string of up to 256 alphanumeric characters. You can use blanks in the ACL name, if you enclose the name in
quotation marks (for example, “ACL for Net1”). The <acl-num> parameter allows you to specify an ACL number if
you prefer. If you specify a number, enter a number from 100 — 199 for extended ACLs.

Enter the fragment parameter to allow the ACL to filter fragmented packets. Use the non-fragmented parameter
to filter non-fragmented packets.

NOTE: The fragmented and non-fragmented parameters cannot be used together in an ACL entry.

Complete the configuration by specifying options for the ACL entry. Options you can use are discussed in the
Foundry Enterprise Configuration and Management Guide.

Enabling Hardware Filtering for Packets Denied by Flow-Based ACLs

By default, packets denied by ACLs are filtered by the CPU. You can enable the device to create CAM entries for
packets denied by ACLs. This causes the filtering to occur in hardware instead of in the CPU.

When you enable hardware filtering of denied packets, the first time the device filters a packet denied by an ACL,
the device sends the packet to the CPU for processing. The CPU also creates a CAM entry for the denied packet.
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Subsequent packets with the same address information are filtered using the CAM entry. The CAM entry ages out
after two minutes if not used.

To enable hardware filtering of denied packets, enter the following command at the global CONFIG level of the
CLI:

Biglron(config)# hw-drop-acl-denied-packet

Syntax: [no] hw-drop-acl-denied-packet

Enabling Strict TCP or UDP Mode for Flow-Based ACLs

By default, when you use ACLs to filter TCP or UDP traffic, the Foundry device does not compare all TCP or UDP
packets against the ACLs.

For TCP and UDP, the device first compares the source and destination information in a TCP control packet or a
UDP packet against entries in the session table. The session table contains forwarding entries based on Layer 3
and Layer 4 information.

* If the session table contains a matching entry, the device forwards the packet, assuming that the first packet
the device received with the same address information was permitted by the ACLs.

* If the session table does not contain a matching entry, the device sends the packet to the CPU, where the
software compares the packet against the ACLs. If the ACLs permit the packet (explicitly by a permit ACL
entry or implicitly by the absence of a deny ACL entry), the CPU creates a session table entry for the packet’s
forwarding information and forwards the packet.

For TCP, this behavior by default applies only to control packets, not to data packets. Control packets include
packet types such as SYN (Synchronization) packets, FIN (Finish) packets, and RST (Reset) packets.

For tighter access or forwarding control, you can enable the device to perform strict TCP or UDP ACL processing.
The following sections describe the strict modes in more detail.

Enabling Strict TCP Mode

By default, when you use ACLs to filter TCP traffic, the Foundry device does not compare all TCP packets against
the ACLs. Instead, the device compares TCP control packets against the ACLs, but not data packets. Control
packets include packet types such as SYN (Synchronization) packets, FIN (Finish) packets, and RST (Reset)
packets.

In normal TCP operation, TCP data packets are present only if a TCP control session for the packets also is
established. For example, data packets for a session never occur if the TCP SYN for that session is dropped.
Therefore, by filtering the control packets, the Foundry device also implicitly filters the data packets associated
with the control packets. This mode of filtering optimizes forwarding performance for TCP traffic by forwarding
data packets without examining them. Since the data packets are present in normal TCP ftraffic only if a
corresponding TCP control session is established, comparing the packets for the control session to the ACLs is
sufficient for filtering the entire session including the data.

However, it is possible to generate TCP data packets without corresponding control packets, in test or research
situations for example. In this case, the default ACL mode does not filter the data packets, since there is no
corresponding control session to filter. To filter this type of TCP traffic, use the strict ACL TCP mode. This mode
compares all TCP packets to the configured ACLs, regardless of whether the packets are control packets or data
packets. If the ACLs permit the packet, the device creates a session entry for forwarding other TCP packets with
the same Layer 3 and Layer 4 addresses.

NOTE: Regardless of whether the strict mode is enabled or disabled, the device always compares TCP control
packets against the configured ACLs before creating a session entry for forwarding the traffic.

NOTE: |If the device's configuration currently has ACLs associated with interfaces, remove the ACLs from the
interfaces before changing the ACL mode.

To enable the strict ACL TCP mode, enter the following command at the global CONFIG level of the CLI:

January 2006 © 2006 Foundry Networks, Inc. 6-55



Foundry Enterprise Configuration and Management Guide

Biglron(config)# ip strict-acl-tcp
Syntax: [no] ip strict-acl-tcp

This command configures the device to compare all TCP packets against the configured ACLs before forwarding
them.

To disable the strict ACL mode and return to the default ACL behavior, enter the following command:

Biglron(config)# no ip strict-acl-tcp

NOTE: |If you are using software release 07.6.01 or later, enter the ip rebind-acl command at the global
CONFIG level of the CLI to place the ip strict-acl-tcp or no ip strict-acl-tcp command into effect.

Enabling Strict UDP Mode

By default, when you use ACLs to filter UDP traffic, the Foundry device does not compare all UDP packets against
the ACLs. Instead, the device compares the source and destination information against entries in the session
table. The session table contains forwarding entries based on Layer 3 and Layer 4 information.

e If the session table contains a matching entry, the device forwards the packet, assuming that the first packet
the device received that contains the same address information was permitted by the ACLs.

o If the session table does not contain a matching entry, the device sends the packet to the CPU, where the
software compares the packet against the ACLs. If the ACLs permit the packet (explicitly by a permit ACL
entry or implicitly by the absence of a deny ACL entry), the CPU creates a session table entry for the packet’s
forwarding information and forwards the packet.

For tighter control, the software provides the strict ACL UDP mode. When you enable strict UDP processing, the
device sends every UDP packet to the CPU and compares the packet against the configured ACLs.

NOTE: If the device's configuration currently has ACLs associated with interfaces, remove the ACLs from the
interfaces before changing the ACL mode.

To enable the strict ACL UDP mode, enter the following command at the global CONFIG level of the CLI:
Biglron(config)# ip strict-acl-udp
Syntax: [no] ip strict-acl-udp

This command configures the device to compare all UDP packets against the configured ACLs before forwarding
them.

To disable the strict ACL mode and return to the default ACL behavior, enter the following command:

Biglron(config)# no ip strict-acl-udp

NOTE: |If you are using software release 07.6.01 or later, enter the ip rebind-acl command at the global
CONFIG level of the CLI to place the ip strict-acl-udp or no ip strict-acl-udp command into effect.

Configuring ACL Packet and Flow Counters

You can configure counters for packets and flows that match entries in an ACL. Using the CLI, you can display the
contents of the counters and clear them.

e The ACL packet counter feature provides an accurate count of packets matching individual ACL entries.

*  The ACL flow counter feature provides an approximate count of flows matching individual ACL entries. This
feature can be used for troubleshooting purposes to provide an indication of flow activity against an ACL.
Each time the Foundry device receives the first packet of a flow matching an entry in an ACL list, the flow
counter for that ACL entry is incremented by one. If a flow lasts longer than two minutes, the flow counter for
the ACL entry is incremented again.

6-56 © 2006 Foundry Networks, Inc. January 2006



Access Control List

NOTE: The ACL flow counter feature is designed to monitor the general volume of flow activity for an ACL.
It is not intended to be used for accounting purposes.

The ACL flow and packet counters are incremented differently depending on whether packets are handled by the
Management Processor (MP) or the POS processor, and whether they are permit or deny flows.

The Management Processor (MP) handles flows as follows:
For flows handled by the Management Processor:

e For permit flows, only flows are counted. If a permit flow lasts longer than two minutes, the flow counter is
incremented again.

e  For deny flows, only packets are counted.
For flows handled by the POS processor (flows passing through POS ports):

e For permit flows, both flows and packets are counted. If a permit flow lasts longer than two minutes, the flow
counter is incremented again.

e For deny flows, only packets are counted.

By default the ACL packet and flow counters are disabled. To activate them, enter the following command:
Biglron(config)# enable-acl-counter

Syntax: [no] enable-acl-counter

Once the ACL packet and flow counters are enabled, you can disable them with the no form of the enable-acl-
counter command. Disabling and then re-enabling the ACL packet and flow counters resets them to zero.

To display the packet and flow counters for ACL 100:

Biglron# show access-list 100

Extended IP access list 100 (Total flows: 432, Total packets: 42000)
permit tcp 1.1.1.0 0.0.0.255 any (Flows: 80, Packets: 12900)
deny udp 1.1.1.0 0.0.0.255 any (Flows: 121, Packets: 20100)
permit ip 2.2.2.0 0.0.0.255 any (Flows: 231, Packets: 9000)

Syntax: show access-list <acl-num> | <acl-name> | all
To clear the flow counters for ACL 100:
Biglron# clear access-list 100

Syntax: clear access-list <acl-num> | <acl-name> | all

NOTE: When an ACL is modified, the ACL flow counters sent by a POS module to the management module are
ignored for one minute. This allows the POS module and the management module time to synchronize after the
ACL is modified.
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Filtering on IP Precedence and ToS Values of Flow-Based ACLs

You can configure an extended IP ACL to filter traffic based on IP precedence. Enter commands such as the
following:

Biglron(config)# access-list 103 deny tcp 209.157.21.0/24 209.157.22.0/24
precedence internet

Biglron(config)# access-list 103 deny tcp 209.157.21.0/24 eq ftp 209.157.22.0/24
precedence 6

Biglron(config)# access-list 103 permit ip any any

The first entry in this ACL denies TCP traffic from the 209.157.21.x network to the 209.157.22.x network, if the
traffic has the IP precedence option “internet” (equivalent to “6”).

The second entry denies all FTP traffic from the 209.157.21.x network to the 209.157.22.x network, if the traffic
has the IP precedence value “6” (equivalent to “internet”).

The third entry permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL
would deny all incoming or outgoing IP traffic on the ports to which you assign the ACL.

To configure an IP ACL that matches based on ToS, enter commands such as the following:

Biglron(config)# access-list 104 deny tcp 209.157.21.0/24 209.157.22.0/24 tos normal
Biglron(config)# access-list 104 deny tcp 209.157.21.0/24 eq ftp 209.157.22.0/24 tos 13
Biglron(config)# access-list 104 permit ip any any

The first entry in this IP ACL denies TCP traffic from the 209.157.21.x network to the 209.157.22.x network, if the
traffic has the IP ToS option “normal” (equivalent to “0”).

The second entry denies all FTP traffic from the 209.157.21.x network to the 209.157.22.x network, if the traffic
has the IP precedence value “13” (equivalent to “max-throughput”, “min-delay”, and “min-monetary-cost”).

The third entry permits all packets that are not explicitly denied by the other entries. Without this entry, the ACL
would deny all incoming or outgoing IP traffic on the ports to which you assign the ACL.

ACL Filtering for Traffic Switched Within a Virtual Routing Interface

By default, a Foundry device does not filter traffic that is switched from one port to another within the same virtual
routing interface, even if a flow-based or rule-based ACL is applied to the interface. You can enable the device to
filter switched traffic within a virtual routing interface. When you enable the filtering, the device uses the ACLs
applied to inbound traffic to filter traffic received by a port from another port in the same virtual routing interface.
This feature does not apply to ACLs applied to outbound traffic.

To enable filtering of traffic switched within a virtual routing interface, enter the following command at the
configuration level for the interface:

Biglron(config-vif-1)# ip access-group ve-traffic

Syntax: [no] ip access-group ve-traffic

NOTE: The ve-traffic command is applied to a physical port. If you configure this command on a virtual routing
interface that is a member of a tagged VLAN and ACLs are applied to that tagged VLAN, the ve-traffic command
will not see the ACLs. The traffic will not be filtered. Ensure that the virtual routing interface is does not belong to a
tagged VLAN.
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Using Flow-Based ACLs to Filter ARP Packets

Starting with software release 07.6.034, you can use ACLs to filter ARP packets. Without this feature, ACLs
cannot be used to permit or deny incoming or outgoing ARP packets. (Although an ARP packet contains an IP
address just as an IP packet does, it is not an IP packets and is not subject to the normal filtering provided by
ACLs.)

When a Foundry device receives an ARP request, the source MAC and IP addresses are stored in the device’s
ARP table. A new record in the ARP table overwrites existing records that contain the same IP address. This
behavior can cause a condition called "ARP hijacking", when two hosts with the same IP address try to send an
ARP request to the Foundry device.

Normally ARP hijacking is not a problem because IP assignments are done dynamically; however, in some cases,
such as when the ip follow command is used, ARP hijacking can occur.

The ip follow command allows a router interface to share the IP address of another router interface. Ip follow
conserves IP addresses, while separating Layer 2 traffic from different sources by port-based VLAN. Since
multiple VLANs and the router interfaces that are associated with each of the VLANs share the same IP segment,
it is possible for two hosts in two different VLANSs to fight for the same IP address in that segment. ARP filtering
using ACLs protects an IP host’s record in ARP table from being overwritten by a hijacking host.

Using ACLs to filter ARP request checks the source IP address in the received ARP packet. Only packets with the
permitted IP address will be allowed to be to be written in the ARP table; others are dropped.

Configuration Considerations:

*  This feature is available on all devices running Layer 3 code. On a VM1 module, this filtering occurs on the
management processor.

* The feature is available on physical interfaces and virtual routing interfaces. It is supported on the following
physical interface types: Ethernet, POS, ATM, and trunks.

* ACLs used to filter ARP packets a virtual routing interface can be inherited from a previous interface if the
virtual routing interface is defined as a follower virtual routing interface
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Configuring ACLs for ARP Filtering

To implement the ACL ARP filtering feature, enter commands such as the following:

Biglron(config)# access-list 101 permit ip host 192.168.2.2 any
Biglron(config)# access-list 102 permit ip host 192.168.2.3 any
Biglron(config)# access-list 103 permit ip host 192.168.2.4 any

Biglron(config)# vlan 2
Biglron(config-vlan-2)# tag ethe 1/1 to 1/2
Biglron(config-vlan-2)# router-interface ve 2
Biglron(config-vlan-2)# vlan 3
Biglron(config-vlan-3)# tag ethe 1/1 to 1/2
Biglron(config-vlan-3)#router-int ve 3
Biglron(config-vlan-3)# vlan 4
Biglron(config-vlan-4)# tag ethe 1/1 to 1/2
Biglron(config-vlan-4)# router-int ve 4
Biglron(config-vlan-4)# interface ve 2
Biglron(config-ve-2)# ip access-group 101 in
Biglron(config-ve-2)# ip address 192.168.2.1/24
Biglron(config-ve-2)# ip use-acl-on-arp 103
Biglron(config-ve-2)# exit

Biglron(config)# interface ve 3
Biglron(config-ve-3)# ip access-group 102 in
Biglron(config-ve-3)# ip follow ve 2
Biglron(config-ve-3)# no ip follow acl
Biglron(config-ve-3)# ip use-acl-on-arp
Biglron(config-ve-3)# exit

Biglron(config-vlan-4)# interface ve 4
Biglron(config-ve-4)# ip follow ve 2
Biglron(config-ve-4)# ip use-acl-on-arp
Biglron(config-ve-4)# exit

Syntax: [no] ip use-acl-on-arp [ <access-list-number> ]

When the use-acl-on-arp command is configured, the ARP module checks the source IP address of the ARP
request packets received on the interface. It then applies the specified ACL policies to the packet. Only the packet
with the IP address that the ACL permits will be allowed to be to be written in the ARP table; those that are not
permitted will be dropped.

The <access-list-number> parameter identifies the ID of the standard ACL that will be used to filter the packet.
Only the source and destination IP addresses will be used to filter ARP packet. You can do one of the following for
<access-list-number>:

* Enteran ACL ID to explicitly specify the ACL to be used for filtering. In the example above, the line
Biglron(config-ve-2)# ip use-acl-on-arp 103 specifies ACL 103 to be used as the filter.

e Allow the ACL ID to be inherited from the IP ACLs that have been defined for the device. In the example
above, the line Biglron(config-ve-3)# ip use-acl-on-arp does not define an ACL, but allows the
ACL to be inherited from the IP ACL 102. Also in the example, the line Biglron(config-ve-4)# ip use-
acl-on-arp allows the ACL to be inherited from IP ACL 101 because of the ip follow relationship between
virtual routing interface 2 and virtual routing interface 4. Virtual routing interface 2 is configured with IP IP
ACL 101; thus virtual routing interface 4 inherits IP ACL 101.

ARP requests will not be filtered by ACLs if one of the following conditions occur:
o If the ACL is to be inherited from an IP ACL, but there is no IP ACL defined.

e An ACL ID is specified for the use-acl-on-arp command, but no IP address or “any any” filtering criteria have
been defined under the ACL ID.
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Displaying ACL Filters for ARP

To determine what ACLs have been configured to filter ARP requests, enter a command such as the following:

Biglron(config)# show acl-on-arp
Port ACL ID Filter Count

2 103 10
3 102 23
4 101 12

Syntax: show acl-on-arp [ ethernet [ <portnum> ] | loopback [ <num> ]| ve [ <num>]]

If port number or the interface number is not specified, all ports on the device that use ACLs for ARP filtering will
be included in the display.

The Filter Count column shows how many ARP packets have been dropped on the interface since the last time the
count was cleared.

Clearing ARP Filter Count

To clear the filter count for all interfaces on the device, enter a command such as the following:
Biglron(config)# clear acl-on-arp
Syntax: clear acl-on-arp

The command resets the filter count on all interfaces in a device back to zero

ACLs and ICMP

ACLs can be used to filter traffic based on ICMP packets. This section presents the following sections related to
ICMP:

e “Using Flow-Based ACLs to Filter ICMP Packets Based on the IP Packet Length” on page 6-61
e  “ICMP Filtering with Flow-Based ACLs” on page 6-61

e “Enabling ICMP Unreachable Messages for Traffic Denied by Flow-Based ACLs” on page 6-64
*  “ICMP Filtering for Extended ACLs on the Netlron IMR 640” on page 6-65

Using Flow-Based ACLs to Filter ICMP Packets Based on the IP Packet Length

NOTE: This feature is supported in software releases 07.7.00 and later.

To configure an extended ACL that filters based on the IP packet length of ICMP packets, enter commands such
as the following:

Biglron(config)# access-list 105 deny icmp echo any any ip-pkt-len 92
Biglron(config)# access-list 105 deny icmp echo any any ip-pkt-len 100
Biglron(config)# access-list 105 permit ip any any

The commands in this example deny (drop) ICMP echo request packets that contain a total length of 92 or 100 in
the IP header field. You can specify an IP packet length of 1 — 65535. See the section “ICMP Filtering with Flow-
Based ACLs” on page 6-61 for additional information on using ICMP to filter packets.

ICMP Filtering with Flow-Based ACLs

Most Foundry software releases that support flow-based ACLSs filter traffic based on the following ICMP message
types:

e echo
e echo-reply

e information-request
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*  mask-reply

*  mask-request

e  parameter-problem
* redirect

e  source-quench

* time-exceeded

e timestamp-reply

e timestamp-request
e unreachable

e <num>

In Enterprise IronWare softeware release 07.8.00 and later, additional ICMP message types have been added to
the CLI. Also, to create ACL policies that filter ICMP message types, you can either enter the description of the
message type or enter its type and code IDs. Furthermore ICMP message type filtering is now available for rule-
based ACLs on Biglron Layer 2 Switch and Layer 3 Switch images.

Numbered ACLs

For example, to deny the echo message type in a numbered ACL, enter commands such as the following when
configuring a numbered ACL:

Biglron(config)# access-list 109 deny ICMP any any echo
or

Biglron(config)# access-list 109 deny ICMP any any 8 O
Syntax: [no] access-list <num>

Syntax: deny | permit icmp

<source-ip-address> | <source-ip-address/subnet-mask> | any | host <source-host>
<destination-ip-address> | destination-ip-address/subnet-mask> | any | host <destination-host>
<icmp-type> | <icmp-type-number> <icmp-code-number>

The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

You can either enter the name of the message type for <icmp-type> or the type number and code number of the
message type. Refer to Table 6.7 on page 6-63 for valid values.

Named ACLs

For example, to deny the administratively-prohibited message type in a named ACL, enter commands such as the
following:

Biglron(config)# ip access-list extended melon
Biglron(config-ext-nacl)# deny ICMP any any administratively-prohibited

or

Biglron(config)# ip access-list extended melon
Biglron(config-ext-nacl)#deny ICMP any any 3 13

Syntax: [no] ip access-list extended <acl-num> | <acl-name>

Syntax: deny | permit icmp

<source-ip-address> | <source-ip-address/subnet-mask> | any | host <source-host>
<destination-ip-address> | destination-ip-address/subnet-mask> | any | host <destination-host>
<icmp-type> | <icmp-type-number> <icmp-code-number>

The extended parameter indicates the ACL entry is an extended ACL.
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The <acl-name> | <acl-num> parameter allows you to specify an ACL name or number. If using a name, specify a
string of up to 256 alphanumeric characters. You can use blanks in the ACL name if you enclose the name in
quotation marks (for example, “ACL for Net1”). The <acl-num> parameter allows you to specify an ACL number if
you prefer. If you specify a number, enter a number from 100 — 199 for extended ACLs.

The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

You can either use the <icmp-type> and enter the name of the message type or use the the <icmp-type-number>
<icmp-ode-number> parameter and enter the type number and code number of the message. Refer to Table 6.7
for valid values.

NOTE: “X”in the Type-Number or Code-Number column in Table 6.7 means the device filters any traffic of that
ICMP message type.

Table 6.7: ICMP Message Types and Codes

ICMP Message Type Type Code
administratively-prohibited 3 13
any-icmp-type X X
destination-host-prohibited 3 10
destination-host-unknown 3 7
destination-net-prohibited 3 9
destination-network-unknown 3 6
echo 8 0
echo-reply 0 0
general-parameter-problem 12 1
Note: This message type indicates that required

option is missing.

host-precedence-violation 3 14
host-redirect 5 1
host-tos-redirect 5 3
host-tos-unreachable 3 12
host-unreachable 3 1
information-request 15 0
log

mask-reply 18 0
mask-request 17 0
net-redirect 5 0
net-tos-redirect 5 2
net-tos-unreachable 3 11
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Table 6.7: ICMP Message Types and Codes

ICMP Message Type Type Code
net-unreachable 3 0
packet-too-big 3 4
parameter-problem 12 0

Note: This message includes all parameter problems

port-unreachable 3 3
precedence-cutoff 3 15
protocol-unreachable 3 2
reassembly-timeout 11 1
redirect 5 X

Note: This includes all redirects.

router-advertisement 9 0
router-solicitation 10 0
source-host-isolated 3 8
source-quench 4 0
source-route-failed 3 5
time-exceeded 11 X
timestamp-reply 14 0
timestamp-request 13 0
ttl-exceeded 11 0
unreachable 3 X

Note: This includes all unreachable messages

Enabling ICMP Unreachable Messages for Traffic Denied by Flow-Based ACLs

By default, a Foundry device does not send a message to another device when an ACL on the Foundry device
denies a packet from the other device. You can enable a Layer 3 Switch to send an ICMP unreachable message
to a device when an ACL denies a packet from the device.

To enable the ICMP unreachable messages, enter the following command at the global CONFIG level of the CLI:
Biglron(config)# acl-denied-icmp-msg
Syntax: [no] acl-denied-icmp-msg

The command applies globally to all ACLs configured on the device.

NOTE: This command applies only to Layer 3 Switches.

NOTE: This command does not take effect in the following cases:

—Rule-based ACLs are enabled.
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—The hw-drop-acl-denied-packet command is in effect.

In either case, all packets denied by the ACL are dropped by hardware without sending an ICMP message.

ICMP Filtering for Extended ACLs on the Netiron IMR 640

NOTE: This feature applies to release 02.0.02 for the Netlron IMR 640.

In this release, extended ACL policies can be created to filter traffic based on its ICMP message type. You can
either enter the description of the message type or enter its type and code IDs. All packets matching the defined
ICMP message type or type number and code number are processed in hardware.

Numbered ACLs

For example, to deny the echo message type in a numbered, extended ACL, enter commands such as the
following when configuring a numbered ACL:

NI IMR640 Router(config)# access-list 109 deny ICMP any any echo

or

NI IMR640 Router(config)# access-list 109 deny ICMP any any 8 0O

Syntax: [no] access-list <num> deny | permit icmp any any [log] <icmp-type> | <type-number> <code-number>
The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

You can either enter the name of the message type for <icmp-type> or the message’s <type number> and <code
number> of the message type. See Table 6.7 on page 6-63 for valid values.

Named ACLs

For example, to deny the administratively-prohibited message type in a named ACL, enter commands such as the
following:

Biglron(config)# ip access-list extended melon
Biglron(config-ext-nacl)# deny ICMP any any administratively-prohibited

or

Biglron(config)# ip access-list extended melon
Biglron(config-ext-nacl)#deny ICMP any any 3 13

Syntax: [no] ip access-list extended <acl-name>
deny | permit host icmp any any [log] <icmp-type> | <type-number> <code-number>

The extended parameter indicates the ACL entry is an extended ACL.

The <acl-name> | <acl-num> parameter allows you to specify an ACL name or number. If using a name, specify a
string of up to 256 alphanumeric characters. You can use blanks in the ACL name if you enclose the name in
quotation marks (for example, “ACL for Net1”). The <acl-num> parameter allows you to specify an ACL number if
you prefer. If you specify a number, enter a number from 100 — 199 for extended ACLs.

The deny | permit parameter indicates whether packets that match the policy are dropped or forwarded.

You can either use the <icmp-type> and enter the name of the message type or use the <type-number> <code-
number> parameter to enter the type number and code number of the message. See Table 6.7 on page 6-63 for
valid values.

Using ACLs and NAT on the Same Interface (Flow-Based ACLSs)

NOTE: These guidelines do not apply to devices that are using the VM1 management module. You can
configure ACLs and NAT on the same port without having to follow these guidelines.
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You can use ACLs and NAT on the same interface, as long as you follow these guidelines:

*  You must use the ip strict-acl-tcp command when configuring ACLs and NAT is configured on the same
Layer 2 Switch. (See the instructions below on how to use this command.)

* Do not enable NAT on an interface until you have applied ACLs (as described below) to the interface. If NAT
is already enabled, you must disable it, apply the ACLs, then re-enable NAT on the interface.

e  Enable the strict TCP mode.

* Onthe inside NAT interface (the one connected to the private addresses), apply inbound ACLs that permit
TCP, UDP, and ICMP traffic to enter the device from the private sub-net.

You can use a standard ACL to permit all traffic (including TCP, UDP, and ICMP traffic) or an extended ACL with
separate entries to explicitly permit TCP, UDP, and ICMP traffic.

NOTE: You do not need to apply ACLs to permit TCP, UDP, and ICMP traffic unless you are applying other ACLs
to the interface as well. If you do not plan to apply any ACLs to a NAT interface, then you do not need to apply the
ACLs to permit TCP, UDP, and ICMP traffic.

Here is an example of how to configure device to use ACLs and NAT on the same interfaces. In this example, the
inside NAT interface is port 1/1 and the outside NAT interface is port 2/2.

The following commands enable the strict TCP mode and configure an ACL to permit all traffic from the
10.10.200.x sub-net. A second ACL denies traffic from a specific host on the Internet.

Biglron(config)# ip strict-acl-tcp
Biglron(config)# access-list 1 permit 10.10.200.0 0.0.0.255
Biglron(config)# access-list 2 deny 209.157.2.184

The following commands configure global NAT parameters.

Biglron(config)# ip nat inside source list 1 pool outadds overload
Biglron(config)# ip nat pool outadds 204.168.2.1 204.168.2.254 netmask 255.255.255.0

The following commands configure the inside and outside NAT interfaces. Notice that the ACLs are applied to the
inbound direction on the inside NAT interface, and are applied before NAT is enabled. In this example, ACL 1
permits all traffic to come into the inside interface from the private sub-net. ACL 2 denies traffic from a specific
host from going out the interface to the private sub-net.

Biglron(config)# interface ethernet 1/1
Biglron(config-if-1/1)# ip address 10.10.200.1 255.255.255.0
Biglron(config-if-1/1)# ip access-group 1 in
Biglron(config-if-1/1)# ip access-group 2 out
Biglron(config-if-1/1)# ip nat inside

Biglron(config-if-1/1)# interface ethernet 2/2
Biglron(config-if-2/2)# ip address 204.168.2.78 255.255.255.0
Biglron(config-if-2/2)# ip nat outside

NOTE: |If you are using software release 07.6.01 or later, enter the ip rebind-acl command at the global
CONFIG level of the CLI to place the ip strict-acl-tcp command into effect.

Troubleshooting Rule-Based ACLs

Use the following methods to troubleshoot a rule-based ACL:

*  To display the number of Layer 4 CAM entries being used by each ACL, enter the show access-list
<acl-num> | <acl-name> | all command. See “Displaying the Number of Layer 4 CAM Entries” on page 6-12.

* To view the types of packets being received on an interface, enable ACL statistics using the enable-acl-
counter command, reapply the ACLs by entering the ip rebind-acl all command, then display the statistics
by entering the show ip acl-traffic command.
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* To determine whether an ACL entry is correctly matching packets, add the log option to the ACL entry, then
reapply the ACL. This forces the device to send packets that match the ACL entry to the CPU for processing.
The log option also generates a Syslog entry for packets that are permitted or denied by the ACL entry.

e To determine whether the issue is specific to fragmentation, remove the Layer 4 information (TCP or UDP
application ports) from the ACL, then reapply the ACL.

If you are using another feature that requires ACLs, either use the same ACL entries for filtering and for the other
feature, or change to flow-based ACLs.

Using IP Receive Access List to Filter Packets

The IP receive access list feature uses IPv4 ACLs to filter the packets intended for the management process to
protect the management module from being overloaded with heavy traffic that was sent to one of the Layer 3
Switch IP interfaces.

NOTE: This feature is available on the Biglron MG8 and Netlron 40G running software release 02.2.01 and later.
It applies to IPv4 unicast and multicast packets.

Configuring IP Receive Access List

IP receive access list is a global configuration command. Once it is applied, the command will be effective on all
the management modules on the device. To configure the feature, do the following:

1. Create a numbered ACL that will be used as the IP receive ACL. This ACL can be a standard (1—99) or
extended (100-199) ACL. Named ACLs are not supported.

For example,

Biglron MG8(config)# access-list 10 deny host 209.157.22.26 log
Biglron MG8(config)# access-list 10 deny 209.157.29.12 log
Biglron MG8(config)# access-list 10 deny host IPHostl log
Biglron MG8(config)# access-list 10 permit any

Biglron MG8(config)# write memory

2. Configure ACL 10 as the IP receive access list by entering the following command:
Biglron MG8(config)# ip receive access-list 10
Syntax: [no] ip receive access-list <num>
Specify an access list number for <nums.

The IP receive ACL is applied globally to all interfaces on the device.

Displaying IP Receive Access List
To determine if IP receive access list has been configured on the device, enter the following command:

Biglron MG8# show access-list bindings
L4 configuration:

ip receive access-list 101

Syntax: show access-list bindings
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Chapter 7
Hardware-Based Policy-Based Routing

NOTE: This feature is supported on JetCore devices and on the Biglron MG8 running software release 01.0.01
or later.

Hardware-based Policy-Based Routing (PBR) routes traffic in hardware based on policies you define. A PBR
policy specifies the next hop for traffic that matches the policy. A PBR policy also can use an ACL to perform QoS
mapping and marking for traffic that matches the policy.

To configure PBR, you define the policies using IP ACLs and route maps, then enable PBR globally or on
individual interfaces. The device programs the ACLs into the Layer 4 CAM on the interfaces and routes traffic that
matches the ACLs according to the instructions in the route maps. You also can map and mark the traffic's QoS
information using the QoS options of the ACLs.

Configuration Considerations

JetCore supports an unlimited number of PBR policies that contain a single route map instance and a single
ACL.

JetCore supports up to 64 PBR policies that have more than one route map instance or more than one ACL.
In this case, a given policy can have up to six route map instances, with up to six ACLs in each instance, and
up to six next hops in each ACL.

The ACL log and <icmp-type> options cause PBR to be performed by the CPU instead of in hardware. If you
use either of these options in an ACL, no CAM entries are programmed for the ACL.

PBR ignores explicit or implicit deny ip any any ACL entries, to ensure that for route maps that use multiple
ACLs, the traffic is compared to all the ACLs.

PBR always selects the first next hop from the next hop list that is up, unless you use the ip policy prefer-
direct-route option. If you use this option, PBR selects a direct route instead. If a PBR policy's next hop
goes down, the policy uses another next hop if available. If no next hops are available, the device sends the
traffic to the CPU for forwarding.

For fragmented packets, by default PBR matches a fragment to an ACL if the source and destination
addresses in the fragment exactly match an ACL. In this case, PBR uses the next hop that was used for the
first fragment, which contains the Layer 4 UDP or TCP application port information. Alternatively, you can
configure PBR to select the best next hop on an individual fragment basis.

NOTE: PBR s not supported for fragmented packets on 10 Gigabit Ethernet ports if the PBR’s ACL filters on
Layer 4 information. For 10 Gigabit Ethernet, the PBR policy sends fragmented packets on the Layer 3 paths.
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Configuring a PBR Policy

To configure a PBR policy:

*  Configure ACLs that contain the source IP addresses for the IP traffic you want to route using PBR. If you
want to map or mark QoS information in the packets, use the QoS options in the ACLs.

e  Configure a route map that matches on the ACLs and sets the route information.
e  Optionally, enable PBR to use the most direct route if available.

e Apply the route map to an interface.

NOTE: |If you are using software release 07.6.01 or later, enter the ip rebind-acl command at the global
CONFIG level of the CLI to place ACL configuration changes into effect.

Configuration Examples
Basic Example

The following commands configure and apply a PBR policy that routes HTTP traffic received on virtual routing
interface 1 from the 10.10.10.x/24 network to 5.5.5.x/24 through next-hop IP address 1.1.1.1/24 or, if 1.1.1.x is
unavailable, through 2.2.2.1/24.

Biglron(config)# access-list 101 permit tcp 10.10.10.0 0.0.0.255 eq http 5.5.5.0
0.0.0.255

Biglron(config)# route-map netlOweb permit 101

Biglron(config-routemap netlOweb)# match ip address 101

Biglron(config-routemap netlOweb)# set ip next-hop 1.1.1.1
Biglron(config-routemap netlOweb)# set ip next-hop 2.2.2.2
Biglron(config-routemap netlOweb)# exit

Biglron(config)# vlan 10

Biglron(config-vlan-10)# tagged ethernet 1/1 to 1/4

Biglron(config-vlan-10)# router-interface ve 1
Biglron(config)# interface ve 1
Biglron(config-vif-1)# ip policy route-map netlOweb

Next Hop Selection

When a PBR policy has multiple next hops to a destination, PBR selects the first live next hop specified in the
policy that is up. An exception is if you use the ip policy prefer-direct-route option. In this case, the policy will
instead use a direct route if available. If none of the policy's direct routes or next hops are available, PBR sends
the traffic to the CPU for forwarding.

Using the Most Direct Route

To cause PBR policies to always use the most direct route available, enter the following command at the global
CONFIG level of the CLI:

Biglron(config)# ip policy prefer-direct-route

Enabling PBR for Fragmented Packets

By default, PBR policies apply at Layer 3 only. The device matches traffic against the Layer 3 information in a PBR
policy's ACLs, and applies the policy if the traffic matches the ACL. The device does not apply a PBR policy to a
packet fragment even if the fragment's IP addresses match an ACL in the policy. Instead, the device forwards the
fragment using a non-PBR route. This is true even if an ACL in a PBR policy contains Layer 4 information.

To apply a PBR policy to packet fragments:
e Add Layer 4 information to the PBR ACL.
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* Enable fragment matching on the interface that has the PBR policy. You can enable fragment matching for
the source Layer 4 port, destination Layer 4 port, or both.

e Enable matching on the destination Layer 4 port in load balancing configurations where you want to
ensure that traffic for a particular application is forwarded on the PBR path to the load balancers.

e Enable matching on the source Layer 4 port if you want to ensure premium service for all traffic from a
specific client.

e Enable matching on both source and destination Layer 4 port if you want to ensure premium service for
fragments in a given traffic flow.

The following example shows how to configure a PBR policy for Network File System (NFS) traffic, which uses
UDP application port 2049. In this example, the next hop is selected individually for each fragment that exactly
matches the destination IP address in one of the PBR policy’s ACLs.

Biglron(config)# access-list 111 permit udp any host 2.3.3.5 eq 2049
Biglron(config)# route-map slbmap permit 1

Biglron(config-routemap slbmap)# match ip address 111
Biglron(config-routemap slbmap)# set next-hop 1.2.3.4
Biglron(config-routemap slbmap)# exit

Biglron(config)# interface ethernet 1/1

Biglron(config-if-1/1)# ip policy route-map slbmap
Biglron(config-if-1/1)# ip policy frag-match-dest

Creating a Route Map
Syntax: [no] route-map <map-name> permit | deny <num>

The <map-name> is a string of characters that names the map. Map names can be up to 32 characters in length.
You can define up 50 route maps on the Layer 3 Switch.

The permit | deny parameter specifies the action the Layer 3 Switch will take if a route matches a match
statement.

*  If you specify deny, the Layer 3 Switch does not advertise or learn the route.

* If you specify permit, the Layer 3 Switch applies the match and set statements associated with this route map
instance.

The <num> parameter specifies the instance of the route map you are defining. Each route map can have up to
50 instances. Routes are compared to the instances in ascending numerical order. For example, a route is
compared to instance 1, then instance 2, and so on.

Syntax: [no] match ip address <ACL-num-or-name>
The <ACL-num> parameter specifies a standard or extended ACL number or name.
Syntax: [no] set ip next hop <ip-addr>

This command sets the next-hop IP address for traffic that matches a match statement in the route map.

NOTE: The set ip default option is not supported.

NOTE: The set interface option is not supported.

Creating ACLs
For detailed descriptions of the ACL syntax, see “Configuring Numbered and Named ACLs” on page 6-14.

Standard ACL

Syntax: [no] access-list <num> deny | permit <source-ip> | <hostname> <wildcard> [log]
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or
Syntax: [no] access-list <num> deny | permit <source-ip>/<mask-bits> | <hostname> [log]
Syntax: [no] access-list <num> deny | permit host <source-ip> | <hostname> [log]

Syntax: [no] access-list <num> deny | permit any [log]

NOTE: If you use the log option, the ACL entry is sent to the CPU for processing.

Syntax: [no] ip access-group <num> in | out

NOTE: The out option is not supported in the hardware-based ACL mode.

Extended ACL

Syntax: [no] access-list <num> deny | permit <ip-protocol> <source-ip> | <hostname> <wildcard>
[<operator> <source-tcp/udp-port>] <destination-ip> | <hostname> [<icmp-type>] <wildcard>
[<operator> <destination-tcp/udp-port>]

[established]

[precedence <name> | <num>]

[tos <num>]

[priority O 11121 3]

[priority-mapping <8021p-value>]

[dscp-mapping <dscp-value>]

[dscp-marking <dscp-value>]

[log]

NOTE: The priority, priority-mapping, dscp-mapping, and dscp-marking options are supported in 07.6.01
and later and apply only to JetCore devices and to 10 Gigabit Ethernet modules. See “QoS Options for IP ACLs
(Rule-Based ACLs)” on page 6-44.

Syntax: [no] access-list <num> deny | permit host <ip-protocol> any any [log]

NOTE: If you use the <icmp-type> or log option, the ACL entry is sent to the CPU for processing.

Syntax: [no] ip access-group <nums> in | out

NOTE: The out option is not supported in the hardware-based ACL mode.

Creating a PBR Policy

Syntax: [no] ip policy route-map <map-name>

This command identifies a route map used by the PBR policy.

Syntax: [no] ip policy prefer-direct-route

This command configures the PBR policy to prefer a direct route when available.
Syntax: [no] ip policy frag-match-dest

This command configures the PBR policy to match on the destination Layer 4 port information as well as on the IP
address information in the route map ACLs.

Syntax: [no] ip policy frag-match-src

This command configures the PBR policy to match on the source Layer 4 port information as well as on the IP
address information in the route map ACLs.

Syntax: [no] ip policy frag-match-src-dest
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This command configures the PBR policy to match on both the source and destination Layer 4 port information as
well as on the IP address information in the route map ACLs.
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Chapter 8

Configuring IronClad Rate Limiting
(IronCore)

Foundry’s IronClad rate limiting enables you to control the amount of bandwidth specific traffic uses on specific
interfaces, by limiting the amount of data the interface receives or forwards for traffic. You can configure the
following types of rate limiting:

*  Fixed Rate Limiting — Enforces a strict bandwidth limit. The device forwards traffic that is within the limit but
drops all traffic that exceeds the limit.

*  Adaptive Rate Limiting — Enforces a flexible bandwidth limit that allows for bursts above the limit. You can
configure Adaptive Rate Limiting to forward, modify the IP precedence of and forward, or drop traffic based on
whether the traffic is within the limit or exceeds the limit.

NOTE: If you want to use ARP rate limiting, see “Rate Limiting ARP Packets” on page 12-44.

NOTE: To configure rate limiting on a JetCore Chassis device or the Fastlron 4802, see “Configuring JetCore
Rate Limiting (JetCore)” on page 9-1. To configure rate limiting on a Fastlron Edge Switch (FES device), see
“Configuring Rate Limiting on Other Foundry Devices” on page 11-1.

Rate limiting support differs depending on the Foundry product. Table 8.1 lists the devices with [ronCore modules
on which rate limiting is supported and the specific rate limiting support on each product.

Table 8.1: IronCore Rate Limiting Support in 07.6.01

Product Type Input Output
Port Port/ VLAN/ ACL Port Port/ VLAN/ ACL
VLAN VE VLAN VE

Biglron or Netlron Fixed Y N/A N/A N/A Y N/A N/A N/A
with VM1

Adapt! | Y Y y2 yb3 Y \% yb ybe
Biglron with Fixed Y N/A N/A N/A Y N/A N/A N/A
M2/M3/M4
(Layer 2 or Layer 3) | Adapt* | Y N/A N/A yb ybe N/A N/A ybe
Netlron with M4 Fixed Y N/A N/A N/A Y N/A N/A N/A

Adapt Y N/A N/A ybs Y N/A N/A ybe
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Table 8.1: IronCore Rate Limiting Support in 07.6.01

Product Type Input Output
Port Port / VLAN/ ACL Port Port / VLAN/ ACL
VLAN VE VLAN VE
Fastlron I/l Plus/lll | Fixed | VY N/A N/A N/A Y N/A N/A N/A
(B2S image) Adapt | N/A N/A N/A N/A N/A N/A N/A N/A
Fastiron I/l Plus/lll | Fixed | N/A N/A N/A N/A N/A N/A N/A N/A
(B2R, BL3Image) | \jant | n/A N/A N/A N/A N/A N/A N/A N/A

1.The VM1 supports up to 48 input rate limiting policies and up to 48 output rate limiting policies.

2.Rate limiting for virtual routing interfaces does not apply to Layer 2 software.

3.MAC-based rate limiting also is supported.

4.A Biglron Chassis device with M2, M3, or M4 or a Netlron Chassis device with M4 supports up to 20 input rate
limiting policies and up to 20 output rate limiting policies.

5.MAC-based rate limiting also is supported in Layer 3 code, but it is not supported in Layer 2 code.

Additional Notes
* Rate limiting is not supported on POS or ATM interfaces.

* If you configure Adaptive Rate Limiting and ACLs on the same port, rate limiting stops working on the port
and only the ACLs take effect.

* Port-and-VLAN based rate limiting (Port / VLAN) is supported only on devices managed by the VM1.

Fixed Rate Limiting

Fixed Rate Limiting allows you to specify the maximum number of bytes a given port can send or receive. The
port drops bytes that exceed the limit you specify. You can configure a Fixed Rate Limiting policy on a port’s
inbound or outbound direction. The rate limit applies only to the direction you specify.

Fixed Rate Limiting applies to all types of traffic on the port.

When you specify the maximum number of bytes, you specify it in bits per second (bps). The Fixed Rate Limiting
policy applies to one-second intervals and allows the port to send or receive the number of bytes you specify in the
policy, but drops additional bytes.

NOTE: Foundry recommends that you do not use Fixed Rate Limiting on ports that send or receive route control
traffic or Spanning Tree Protocol (STP) control traffic. If the port drops control packets due to the Fixed Rate
Limiting policy, routing or STP can be disrupted.

How Fixed Rate Limiting Works

Fixed Rate Limiting counts the number of bytes that a port either sends or receives, in one second intervals. The
direction that the software monitors depends on the direction you specify when you configure the rate limit on the
port. If the number of bytes exceeds the maximum number you specify when you configure the rate, the port
drops all further packets for the rate-limited direction, for the duration of the one-second interval.

Once the one-second interval is complete, the port clears the counter and re-enables traffic.

Figure 8.1 shows an example of how Fixed Rate Limiting works. In this example, a Fixed Rate Limiting policy is
applied to a port to limit the inbound traffic to 500000 bits (62500 bytes) a second. During the first two one-second
intervals, the port receives less than 500000 bits in each interval. However, the port receives more than 500000
bits during the third and fourth one-second intervals, and consequently drops the excess traffic.
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Figure 8.1 Fixed Rate Limiting

The Fixed Rate Limiting policy
D allows up to 500000 bits

(62500 bytes) of inbound traffic

during each one-second interval.

D Once the maximum rate is reached,
all additional traffic within the
one-second interval is dropped.

One-second One-second One-second One-second
interval interval interval interval
500000 bps (62500 bytes) |
Zero bps »
Beginning of
one-second

interval

NOTE: The software counts the bytes by polling statistics counters for the port every 100 milliseconds, which
provides 10 readings each second. Due to the polling interval, the Fixed Rate Limiting policy has an accuracy of
within 10% of the port's line rate. It is therefore possible for the policy to sometimes allow more traffic than the limit
you specify, but the extra traffic is never more than 10% of the port's line rate.

Configuring Fixed Rate Limiting

To configure a Fixed Rate Limiting policy, enter a command such as the following at the configuration level for a
port:

Biglron(config-if-1/1)# rate-limit input fixed 500000

This command configures a Fixed Rate Limiting policy that allows port 1/1 to receive a maximum of 500000 bps
(62500 bytes per second). If the port receives additional bytes during a given one-second interval, the port drops
all inbound packets on the port until the next one-second interval starts.

Syntax: [no] rate-limit input | output fixed <rate>
The input | output parameter specifies whether the rate limit applies to inbound or outbound traffic on the port.

The <rate> parameter specifies the maximum rate for the port. Specify the rate in bits per second. You can
specify from 1 up to any number. There is no default.

NOTE: |If you specify a number that is larger than the port’s line rate, the traffic will never cause the policy to go
into effect.
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Displaying Fixed Rate Limiting Information

To display configuration information and statistics for Fixed Rate Limiting, enter the following command at any level

of the CLI:

Biglron(config)# show rate-limit fixed

Total rate-limited interface count: 6.

Port Input rate
171 500000
2/1
2/2
2/3
2/4
2/5

Syntax: show rate-limit fixed

RX Enforced Output rate TX Enforced

3
1234567 100
2222222 3
1234567 15
1238888 12
1238888 7

This display shows the following information.

Table 8.2: CLI Display of Fixed Rate Limiting Information

This Field...

Displays...

Total rate-limited interface count

The total number of ports that are configured for Fixed Rate Limiting.

Port

The port number.

Input rate

The maximum rate allowed for inbound traffic. The rate is measured
in bits per second (bps).

RX Enforced

The number of one-second intervals in which the Fixed Rate Limiting
policy has dropped traffic received on the port.

Output rate

The maximum rate allowed for outbound traffic. The rate is measured
in bps.

TX Enforced

The number of one-second intervals in which the Fixed Rate Limiting
policy has dropped traffic queued to be sent on the port.

Adaptive Rate Limiting

The Adaptive Rate Limiting enables you to configure rate policies that enforce bandwidth limits for traffic. The
features allows you to specify how much traffic of a given type a specific port can send or receive, and also allows
you to either change the IP precedence of the traffic before forwarding it or drop the traffic.

You can apply rate policies to the following types of interfaces, in the inbound or outbound direction:

e Individual ports

e Trunk groups

e Virtual interfaces (used for routing by VLANS)

e Layer 2 port-based VLANs
¢  Port-and-VLAN based
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You can apply up to 20 rate policy rules to an interface for inbound traffic and up to 20 more rules for outbound
traffic. The interface can have up to 20 rules for each traffic direction. The device applies the rules in the order
you apply them to the interface.

NOTE: JetCore Adaptive Rate Limiting applies only to IPv4 traffic.

NOTE: On Layer 2 devices and Layer 3 devices, you cannot apply rate limiting to a port if that port belongs to a
VLAN that has a virtual interface. On Layer 3 devices, you cannot apply rate limiting to a port unless that port
already has an IP address configured.

You can configure rate policies for the following types of traffic:

e Layer 3 IP traffic

*  Specific source or destination IP addresses or networks

e Specific source or destination TCP or UDP application ports
e  Specific MAC addresses

The rate policies you apply to an interface affect only the traffic types you specify and allows other traffic to be sent
or received without rate limiting.

The rate policy rules allow to specify the action you want the Foundry device to take depending on whether the
traffic is conforming to the policy. You can specify one of the following actions for each case:

e Forward the traffic
*  Drop the traffic
* Change the IP precedence or the ToS value being used for a Diffserv control point, and forward the traffic

*  Change the IP precedence or the ToS value being used for a Diffserv control point, then continue comparing
the traffic to the rate policy rules

e Continue comparing the traffic to the rate policy rules without changing the IP precedence or Diffserv control
point

NOTE: Foundry Adaptive Rate Limiting can change the value in the ToS field, which sometimes is used as a
Diffserv code point. However, Foundry Adaptive Rate Limiting does not support RFC 2475.

The following sections provide examples of Adaptive Rate Limiting, an explanation of how the feature works, and
configuration procedures.

Examples of Adaptive Rate Limiting Applications

The following sections show some examples of how you can use Adaptive Rate Limiting. The CLI commands for
implementing each application are shown in “Complete CLI Examples” on page 8-21.

Adaptive Rate Policies For a Trunk Group Uplink

Figure 8.2 shows an example of how you can use the Adaptive Rate Limiting. In this example, four rate policies
are applied to the device’s uplink to the Internet. In this case, the uplink is a trunk group consisting of two one-
Gigabit Ethernet ports.
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Figure 8.2 Adaptive Rate Limiting applied to a Trunk Group Uplink

Rate Policies on Trunk Group (ports 25 and 26)

Inbound HTTP traffic
-Normal Burst - set IP precedence to 5 and forward
-Excess Burst - set IP precedence to 0 and forward

Internet

access router Inbound FTP traffic

-Normal Burst - set IP precedence to 5 and forward
-Excess Burst - drop

Outbound DNS traffic
-Normal Burst - set IP precedence to 5 and forward
-Excess Burst - drop

All other IP traffic
[ -Normal Burst - set IP precedence to 5 and forward
-Excess Burst - drop

Rate policies are applied SSSSSSSSSSSSSSSS=SSSS
to a trunk group of two one- 5 [ (@& @]

)| . ‘2T
Gigabit ports (ports 25 and 26) i (DD D) i (P

g o g

The rate policy rules are for three TCP/UDP applications: HTTP (web), FTP, and DNS. The fourth rule is for all
other IP traffic (traffic that is not for one of the three applications). The device applies rate policy rules in the order
in which you apply them to an interface. In this case, the rules are applied in the following order:

*  Inbound HTTP traffic

* Inbound FTP traffic

e Outbound DNS traffic

e All other inbound IP traffic

Notice that each rule is associated with a traffic direction. You can apply a given rate policy rule to traffic received
on an interface, sent on an interface, or both.

For each rule, the device counts the bytes that apply to the rule during each Committed Time Interval (time
interval, which can be from 1/10th second up to one second). The device takes the conform action, which is
action specified by the rule for Normal Burst Size, so long as the number of bytes for the traffic is within the Normal
Burst Size value. Once the number of bytes exceeds the Normal Burst Size and thus enters the Excess Burst
Size, the device takes the exceed action. “How Adaptive Rate Limiting Works” on page 8-10 describes how the
byte counters for the Normal Burst Size and Excess Burst Size are incremented.

Each rule incudes one of the following actions depending on whether the traffic is conforming with the Normal
Burst Size or has exceeded the Normal Burst Size:

e Forward the traffic

*  Drop the traffic

*  Change the IP precedence or the ToS value and forward the traffic

e Change the IP precedence or the ToS value, then continue comparing the traffic to the rate policy rules

e Continue comparing the traffic to the rate policy rules without changing the IP precedence or the ToS value
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In Figure 8.2, all of the policies set the IP precedence to 5 (critical) for in traffic that conforms to the Normal Burst
Size. In other words, for all packets up to the maximum number of bytes specified by the Normal Burst Size, the
device sets the precedence in each packet to 5.

The policies take different actions for traffic in the Excess Burst Size. Some policies set the precedence and
forward the traffic while other policies drop the traffic. In Figure 8.2, the rule for HTTP traffic sets the precedence
to zero (routine) for traffic in the Excess Burst Size. The other policies drop the traffic.

In all cases, after the maximum number of bytes for the Normal Burst Interval and the Excess Burst Size match a
given rule, the software drops additional bytes that match the rule until the burst size counters are reset.

Adaptive Rate Policy for a Virtual Routing Interface that Route VLANs

Figure 8.3 shows an example of a rate policy consisting of one rule applied to a virtual routing interface (“virtual
interface” or “VE”). A virtual interface enables ports in a VLAN to route to other VLANS. In this example, the VLAN
contains three ports, attached to three hosts. The hosts use virtual interface ve2 for routing.

Rate limiting policies for virtual routing interfaces that route VLANs can be applied only to the virtual routing
interface and not on the physical port that is on the VLAN.

The rate limiting policy in this example forwards all conforming traffic from the host with MAC address
aaaa.bbbb.cccc but drops all additional traffic from the host. Conforming traffic is traffic within the Normal Burst
Size specified in the rate policy. Within a given Committed Time Interval, if the host sends more bytes than the
number of bytes allowed by the Normal Burst Size, the policy drops the packets.

The other hosts in the VLAN do not have rules. As a result, their bandwidth is not limited.

Figure 8.3 Adaptive Rate Limiting applied to virtual routing interface that route VLANs

Internet
access router

] Rate Policy for ve2

Inbound IP traffic from MAC address aaaa.bbbb.cccc
-Normal Burst - set IP precedence to 5 and forward
-Excess Burst - drop

The hosts are in a VLAN that
uses routing interface ve2.

MAC address
aaaa.bbbb.cccc

The rule could be applied to the port attached to the host for the same results. However, since the rule is
associated with the virtual interface instead of a physical port, the policy remains in effect even if the host moves to
another port within the VLAN.
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Adaptive Rate Policy for a Layer 2 Port-Based VLAN

Figure 8.4 shows a rate policy applied to a VLAN. When you apply a rate policy to a VLAN, the policy applies to all
the ports in the VLAN. The rate policy in this example performs the following actions on traffic received on ports in
the VLAN:

*  For conforming traffic, sets the precedence to 5

e For excess traffic, sets the precedence to 0

Figure 8.4 Adaptive Rate Limiting applied to a VLAN

Internet
access router

7 Rate Policy for VLAN 2

Inbound IP traffic
-Normal Burst - set IP precedence to 5 and forward
-Excess Burst - set IP precedence to 0 and forward

The hosts are in
port-based VLAN 2.

NOTE: The rate policy in this example applies at Layer 2, while the policies in Figure 8.2 on page 8-6 and Figure
8.3 on page 8-7 apply at Layer 3. You cannot use ACLs for rate policies applied to directly to a VLAN. However,
you can use ACLs if you apply the rate policy to a VLAN’s virtual interface instead.

Adaptive Rate Limiting Parameters

The application examples in “Examples of Adaptive Rate Limiting Applications” on page 8-5 describe the rate
policies but do not describe the parameters used to configure the policies. The parameters specify the portion of
an interface’s bandwidth you are allocating to specific traffic, the conforming and excess quantities of bytes for the
traffic, and the granularity of the Adaptive Rate Limiting.

Adaptive Rate Limiting uses the following parameters:
* Average Rate

*  Normal Burst Size

*  Excess Burst Size

e Committed Time Interval
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When you apply Adaptive Rate Limiting policies to an interface, you specify the first three of these parameters.
The fourth parameter is derived from the first two.

NOTE: When you configure these parameters, express the Average Rate in bits. Express the Normal Burst Size
and Excess Burst Size in bytes.

Average Rate

The Average Rate is a percentage of an interface's line rate (bandwidth), expressed as a number representing bits
per second (bps). The value can be from 256Kbps up to the maximum line rate of the port. If the interface
contains multiple ports (for example, a trunk group or a virtual interface), the maximum value is the combined line
rate of all the ports in the interface.

Normal Burst Size

The Normal Burst Size is the maximum number of bytes that specific traffic can send on a port within the
Committed Time Interval, and still be within that traffic's rate limit. The minimum value is 3277 or 1/10th of the
Average Rate (whichever is higher), and the maximum value is the Average Rate.

Excess Burst Size

The Excess Burst Size is the upper threshold of the bandwidth you want to allow on the interface. In terms of
bytes, it is the maximum number of additional bytes (bytes over the Normal Burst Size) within the Committed Time
Interval that can be transmitted. The Excess Burst Size can be a value equal to or greater than the Normal Burst
Size up to the maximum number of bytes the interface can forward within the Committed Time Interval (explained
below).

NOTE: When you configure Adaptive Rate Limiting, to specify the Excess Burst Size you enter a value that is the
sum of the Normal Burst Size and the number of bytes above the Normal Bust Size that you want to allow. For
example, if you specify a Normal Burst size of 125000 and you want to allow up to 62500 additional bytes, specify
the Excess Burst Size as 187500 (125000 + 62500).

Depending on how the rate limiting is configured, the device can take different actions for traffic within the Normal
Burst Size and traffic that falls into the Excess Burst Size. For example, you can forward all traffic in the Normal
Burst Size and reset the precedence to a lower priority for all Excess Burst Size traffic, or even just drop that
traffic.

NOTE: Do not set the Excess Burst Size to a value greater than the maximum number of bytes the interface can
forward within the Committed Time Interval. Even if the software allows you to specify a higher value, the interface
cannot forward more data than its line rate supports.

Committed Time Interval

The Committed Time Interval is a value representing a slice of time on the interface where you apply the Adaptive
Rate Limiting. The slice of time can be from 1/10th second up to one second. This parameter establishes the
granularity of the Adaptive Rate Limiting. This parameter also determines the maximum value of the Excess Burst
Size.

The Normal Burst Size counter increments during this slice of time, then reverts to zero when the next slice of time
starts. The Excess Burst Time counter increments during every two Committed Time Intervals, then reverts to
zero. See “How Adaptive Rate Limiting Works” on page 8-10.

The Committed Time Interval is not directly configurable, but is instead derived from the following formula:
e Normal Burst Size / Average Rate = Committed Time Interval

For example, you can configure parameters for a port as follows:

*  Average Rate (in bits) = 10000000

*  Normal Burst Size (in bytes) = 125000 (1000000 bits), which is 1/10th the Average Rate. 1/10th is the
minimum value.
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Thus, the Committed Time Interval is 1000000 bits / 10000000 bits = 0.1 seconds. This means that the Adaptive
Rate Limiting parameters apply to time slices of bandwidth 0.1 seconds long.

To determine the maximum Excess Burst Size you can specify, use the Average Rate and Normal Burst Size you
specified to calculate the Committed Time Interval. Then divide the interface’s maximum line rate by the
Committed Time Interval. Here are some examples:

*  Assume that the interface is a 100Mbps port. The maximum line rate is therefore 100,000,000 bits per
second, which is 12,500,000 bytes per second. Also assume that you specify an Average Rate of 40,000
bytes (320,000 bits / 8 = 40,000 bytes) and a Normal Burst Size of 4000 bytes. These values result in a
Committed Time Interval of 0.1 (1/10th second). Multiply the interface’s full line rate (12,500,000) by 0.1 to
get 1,250,000. In this case, the maximum Excess Burst Size is 1250000 (1,250,000 bytes).

* Assume the same interface line rate, but specify an Average Rate of 80,000 bytes (640,000 bits / 8 = 80,000
bytes) and a Normal Burst Size of 8000 bytes. In this case, the Committed Time Interval is still 0.1 and the
maximum Excess Burst Size is still 1,250,000 bytes.

Notice that in both of these examples, the Normal Burst Size is 1/10th the Average Rate, which in each case
means the Committed Time Interval is 1/10th second. Because the interface’s full line rate and the Committed
Time Interval are the same in each case, the maximum Excess Burst Size is also the same in each case.
However, the ratio of the Normal Burst Size to the Excess Burst Size in the examples is quite different.

NOTE: The Excess Burst Size, when entered as value during configuration, is the sum of the Normal Burst Size
and the number of additional (excess) bytes you want to allow. For example, if you specify a Normal Burst size of
125000 and you want to allow up to 62500 additional bytes, specify the Excess Burst Size as 187500 (125000 +
62500).

How Adaptive Rate Limiting Works

Foundry’s Adaptive Rate Limiting polices bandwidth usage on specific interfaces for specific IP traffic, and takes
the actions you specify based on whether the traffic is within the amount of bandwidth you have allocated for the
traffic or has exceeded the bandwidth allocation.

Adaptive Rate Limiting provides this service by counting the number of IP traffic bytes sent or received on an
interface, then taking a specific action depending on whether the count is within the normal bandwidth allocation
(Normal Burst Size) or has exceeded the allocation (Excess Burst Size).

Normal Burst Size and Excess Burst Size Counters

The Adaptive Rate Limiting counts bytes within each Committed Time Interval, which is a slice of time (and thus a
portion of the line rate) on the interface.

*  Normal Burst Size counter — The byte counter for the Normal Burst Size increments during each Committed
Time Interval, and is reset to zero at the next interval. Thus, the policy takes the action for conforming traffic
for all the IP traffic’s bytes up to the number of bytes specified by the Normal Burst Size.

e Excess Burst Size counter — The byte counter for the Excess Burst Size increments during each two
Committed Time Intervals, and is reset to zero after every second interval. The policy takes the action for
exceeding traffic for all the IP traffic’s bytes past the maximum Normal Burst Size and up to the maximum
Excess Burst Size. The device drops traffic once the number of bytes exceeds the maximum Excess Burst
Size. The device continues dropping the packets until the next Committed Time Interval, at which time the
Normal Burst Size is reset to zero.
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Figure 8.5 shows an example of the Normal Burst Size and Excess Burst Size counters. This example shows two
Committed Time Intervals.

Figure 8.5 Normal and Excess Burst Size Counters

Line rate = 1,000,000,000 bps (one Gigabit)

Average Rate = 500,000,000 bits

Normal Burst Size = 62,500,000 bytes (500,000,000 bits)
Excess Burst Size = 93,750,000 bytes (750,000,000 bits)

Committed Time Interval = 1 second

One second —————————P» ————————— Onesecond ————————P
1000Mbps port
. Excess Burst packets - received after
maximum number of Normal Burst
packets are received within the Committed
Time Interval. The Exceed action applies to
these packets.
Excess Burst Counter restarts at zero at
the beginning of every second Committed
Time Interval.
Normal Burst packets - The Conform action
applies to these packets.
Normal Burst Counter restarts at zero at
the beginning of each Committed Time Interval.
> >
Zero - 500,000,000 Zero - 500,000,000
bits of packet data bits of packet data
300,000,000 bits received 500,000,000 bits received
in this Committed Time in this Committed Time
Interval Interval

A\

500,000,001 - 750,000,000
bits of packet data

None received in first
Committed Time Interval

175,000,000 bits received in

second Committed Time
Interval

Notice that the counter for the Normal Burst Size counter restarts at the beginning of each Committed Time
Interval, whereas the counter for the Excess Burst Size restarts after every two Committed Time Intervals. In this
example, the policy rule on the interface matches 300,000,000 bits of IP traffic data during the first Committed
Time Interval. Therefore, all the traffic conformed to the policy rule and the software took the action specified for
conforming traffic.

During the second Committed Time Interval, the policy rule on the interface matches 675,000,000 bits of IP traffic
data. Since the Normal Burst Size is 500,000,000, the software takes the conforming action for the first
500,000,000 bits. However, the software takes the exceed action for the remaining traffic. In this example, the
action for conforming traffic is to set the IP precedence to 5, then forward the traffic. The action for exceed traffic
is to set the IP precedence to 0, then forward the traffic.
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Figure 8.6 shows an example of two Committed Time Intervals. In this example, the policy rule matches the
maximum number of conforming bytes (Normal Burst Size bytes) in each interval.

Figure 8.6 Excess Burst Size increments over every two Committed Time Intervals

Line rate = 1,000,000,000 bps (one Gigabit)

Average Rate = 500,000,000 bits

Normal Burst Size = 62,500,000 bytes (500,000,000 bits)
Excess Burst Size = 93,750,000 bytes (750,000,000 bits)

Committed Time Interval = 1 second

One second ————————P> —————— Onesecond ———————»

1000Mbps port

. Excess Burst packets - received after
maximum number of Normal Burst
packets are received within the Committed
Time Interval. The Exceed action applies to
these packets.

Packets received
here are dropped.

Excess Burst Counter restarts at zero at
the beginning of every second Committed
Time Interval.

B

Normal Burst packets - The Conform action
applies to these packets.

Normal Burst Counter restarts at zero at
D the beginning of each Committed Time Interval.

Once maximum Excess Burst Size
is reached, traffic is dropped.

A\
v

Zero - 500,000,000 Zero - 500,000,000
bits of packet data bits of packet data
500,000,000 received in 500,000 received in
this Committed Time this Committed Time
Interval Interval

v

500,000,001 - 750,000,000
bits of packet data

175,000,000 bits received in
first Committed Time Interval

75,000,000 bits received in
second Committed Time
Interval

Additional packets received

in second Committed Time
interval are dropped.

The rule matches additional bytes in each interval, and thus applies the exceed action. The counter for the
Excess Burst Size increments over the span of the two intervals. Thus, the number of Excess Burst Size bytes
available for the second interval is the amount that remains after the first Committed Time Interval. In this
example, the rule matches 175,000,000 bits of additional (Excess Burst Size) data in the first Committed Time
Interval. The Excess Burst Size in the rule is set to 250,000,000 bits. As a result, only 75,000,000 Excess Burst
Size bits are available for use by the traffic that matches the rule in the second Committed Time Interval.

After the rule matches the maximum number of Normal Burst Size bytes in the second Committed Time Interval,
the rule matches an additional 75,000,000 bits. The software drops all bytes received in the second Committed
Time Interval after the Excess Burst Size maximum is reached.

Regardless of the actions for conforming and exceed traffic, the interface drops all traffic that matches a rule after
the rule has matched the maximum number bytes for the rule’s Normal Burst Size and Excess Burst Size.

Figure 8.7 shows an example of eight Committed Time Intervals. The software drops traffic in the second and
eighth intervals because the interface receives traffic that matches the rule after the rule has already matched the
maximum number of bytes for the Normal Burst Size and Excess Burst Size.

In the third and fourth Committed Time Intervals, the rule matches the maximum number of bytes for the Normal
Burst Size, and then matches additional bytes. However, the total number of excess bytes that match the rule over
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these two Committed Time Intervals is not greater than the Excess Burst Size. Therefore, the software does not
drop any of the matching traffic.

In the fifth and sixth Committed Time Intervals, the rule matches bytes but does not match even the maximum
number of Normal Burst Size bytes in either interval. As a result, the rule does not need to apply the exceed
action to any of the traffic that matches the rule in these intervals.

Figure 8.7 Traffic after the Excess Burst Size is reached is always dropped

Normal action = change IP precedence
to 5 and forward

. Exceed action = change IP precedence
to 0 and forward

D Once maximum Excess Burst Size

is reached, traffic is dropped.

Committed Time Committed Time Committed Time Committed Time
Intervals 1 and 2 Intervals 3 and 4 Intervals 5 and 6 Intervals 7 and 8

-

Committed Time Interval

The Committed Time Interval specifies the granularity of the rate policing. The Committed Time Interval can be
from 1/10th second up to one second. The length depends on the ratio of the Average Rate to the Normal Burst
Size, parameters you specify when you configure a rate policy rule. The examples in the previous section all use
a Committed Time Interval of one second. Since the Normal Burst Size is equal to the Average Rate, the ratio is
1:1. Therefore, the Committed Time Interval is one second.

The one-second interval is the least granular. The 1/10th-second interval is the most granular. To obtain the
1/10th-second interval, specify a Normal Burst Size that is 1/10th the Average Rate.

Configuring Adaptive Rate Limiting
To configure Adaptive Rate Limiting, perform the following steps:
e Characterize the traffic you want to manage. You can apply Adaptive Rate Limiting to any of the following:
e All traffic (the default)
e  Traffic with certain precedence values sent or received on a specific interface
» Traffic for specific source or destination IP host or network addresses
e  Traffic for specific TCP/UDP applications

»  Traffic from specific MAC addresses

NOTE: To characterize the traffic, configure ACLs. You can use ACLs for rate policy rules applied to IP
interfaces or to virtual interfaces, but not for rate policy rules applied directly to port-based VLANs. When you
apply a rate policy rule to a port-based VLAN, the policy applies to all IP traffic.

*  Specify how much bandwidth you want to allow the traffic for normal service, and whether you want the device
to change the precedence for the traffic before forwarding it.

January 2006 © 2006 Foundry Networks, Inc. 8-13



Foundry Enterprise Configuration and Management Guide

e For bandwidth above the normal service, specify the action you want the device to take. For example, you
can configure the device to drop all traffic that exceeds the normal bandwidth allocation, or change the traffic’'s
precedence or the ToS value, and so on.

*  Apply the traffic characterization, the bandwidth limits, and the actions to incoming or outgoing traffic on a
specific IP interface, virtual interface, or port-based VLAN.

NOTE: To configure port-, VLAN-, and direction-based rate limiting on a device managed by a VM1, see
“Configuring Port-, VLAN- and Direction-Based Rate Limiting (VM1 only)” on page 8-18.

Characterizing the Traffic

You can use the following types of ACLs to characterize traffic. When you configure a rate policy rule on an
interface, you can refer to the ACLs. In this case, the rate policy rule applies to the traffic that matches the ACLs.

e Standard IP ACL — Matches packets based on source IP address.

e Extended IP ACL — Matches packets based on source and destination IP address and also based on IP
protocol information. If you specify the TCP or UDP IP protocol, you also match packets based on source or
destination TCP or UDP application port.

¢ Rate limit ACL — Matches packets based on source MAC address, IP precedence or ToS values, or a set of IP
precedence values.

You can configure a rate policy rule without using an ACL. In this case, the rule applies to all types of IP traffic. In
fact, you cannot use ACLs in a rate policy rule you apply to a port-based VLAN. A rate policy rule you apply to a
port-based VLAN applies to all types of IP traffic.

To configure the ACLs used by the rate policy in Figure 8.2 on page 8-6, enter the following commands:

Biglron(config)# access-list 101 permit tcp any any eq http
Biglron(config)# access-list 102 permit tcp any any eq ftp
Biglron(config)# access-list 103 permit udp any any eq dns

These ACLs match on all IP packets whose TCP application portis HTTP, FTP, or DNS.
To configure the rate limit ACL used in Figure 8.3 on page 8-7, enter the following command:
Biglron(config)# access-list rate-limit 100 aaaa.-bbbb.cccc

The configuration in Figure 8.4 on page 8-8 applies a rate policy rule directly to a port-based VLAN and does not
use ACLs.

Here is the syntax for standard ACLs.

Syntax: [no] access-list <num> deny | permit <source-ip> | <hostname> <wildcard> [log]
or

Syntax: [no] access-list <num> deny | permit <source-ip>/<mask-bits> | <hostname> [log]
Syntax: [no] access-list <num> deny | permit host <source-ip> | <hostname> [log]

Syntax: [no] access-list <num> deny | permit any [log]

NOTE: The deny option is not applicable to rate limiting. Always specify permit when configuring an ACL for
use in a rate limiting rule.

Here is the syntax for extended ACLs.

Syntax: access-list <num> deny | permit <ip-protocol> <source-ip> | <hostname> <wildcard>
[<operator> <source-tcp/udp-port>] <destination-ip> | <hostname> [<icmp-type>] <wildcard>
[<operator> <destination-tcp/udp-port>] [precedence <name> | <num>] [tos <name> | <num>] [log]

NOTE: The deny option is not applicable to rate limiting. Always specify permit when configuring an ACL for
use in a rate limiting rule.
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Syntax: [no] access-list <num> deny | permit host <ip-protocol> any any [log]

NOTE: For complete syntax descriptions for standard and extended ACLs, see “Access Control List’ on page 6-
1.

Here is the syntax for rate limit ACLs.
Syntax: [no] access-list rate-limit <num> <mac-addr> | <precedence> | mask <precedence-mask>

The <num> parameter specifies the ACL number. Enter a value from 1-99 for a standard ACLs or a value from
100-199 for extended ACLs.

The <mac-addr> | <precedence> | mask <precedence-mask> parameter specifies a MAC address, an IP
precedence, or a mask value representing a set of IP precedence values or a ToS value.

To specify a MAC address, enter the address in the following format: XxXX.XXXX.XXXX.
To specify an IP precedence, specify one of the following:

e 0-The ACL matches packets that have the routine precedence.

e 1 -The ACL matches packets that have the priority precedence.

* 2 -The ACL matches packets that have the immediate precedence.

* 3 -The ACL matches packets that have the flash precedence.

e 4 -The ACL matches packets that have the flash override precedence.

e 5-—The ACL matches packets that have the critical precedence.

* 6 —The ACL matches packets that have the internetwork control precedence.

* 7 -The ACL matches packets that have the network control precedence.

To specify a mask value for a set of IP precedence values, enter mask followed by a two-digit hexadecimal
number for the precedence values.

The precedence values are in an 8-bit field in the IP packet header. To calculate the hexadecimal number for a
combination of precedence values, write down the values for the entire field to create the binary number for the
mask value, then convert the number to hexadecimal. For example, to specify a mask for precedences 2, 4, and
5, write down the following values for the precedence field:

Bit position 8 7 6 5 4 3 2 1
Precedence | 7 6 5 4 3 2 1 1]
Bit pattern 0 0 1 1 0 1 0 0

Then, reading the digits from right to left, convert the number to hexadecimal. In this case, 00110100 binary
becomes 0x34. Enter the mask as mask 34.

For simplicity, you can convert the digits in groups of four bits each.

For example, you can convert bits 1 — 4 (binary 0100) to get hexadecimal “4” for the right digit. Then convert bits
5 — 8 (binary 0011) to get hexadecimal “3” for the left digit. The result is “34”.

Alternatively, you can enter the entire eight-bit binary number in a calculator, then convert the number to
hexadecimal. For example, you can enter the binary number “00110100” and convert it to hexadecimal to get
“34”. (Without the leading zeros, enter “110100”.)
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NOTE: The bits appear in this order in the IP precedence field and the software reads them from right to left.
The least significant digit is the rightmost digit (bit position 1) and the most significant digit is the leftmost digit (bit
position 8).

You also can use the mask <precedence-mask> parameter to specify a ToS value being used as a Diffserv control
point. Regardless of whether the mask value you specify represents a set of IP precedences or a ToS value, the
software examines the value in the field and responds with the action you specify.

Specifying the Bandwidth Allowances and Applying Rate Policy Rules to an Interface
When you apply a rate policy rule to an interface, you specify the following:
*  The amount of the interface’s bandwidth you are allowing for traffic that matches the rule

* The actions you want the device to take for traffic that conforms to the rule (is within the Normal Burst Size)
and for traffic that exceeds the rule (is within the Excess Burst Size).

You can apply up 20 rate policy rules to an interface for inbound traffic and up to 20 additional rules for outbound
traffic. The maximum number of rules for either direction is 20. When you apply more than one rule to an
interface, the software interprets the rules in order, beginning with the first rule you apply to the interface and
ending with the last rule you apply. When the traffic matches a rule, the software performs the action associated
with that rule.

You can apply rate policy rules to the following types of interfaces:
*  Physical port

e Trunk group (apply the policy to the trunk group’s primary port)
e Virtual interface

* Port-based VLAN

CLI Examples

To specify the values for the rate policies in Figure 8.2 on page 8-6 and apply the policies, enter the following
commands:

Biglron(config)# interface ethernet 1/25

Biglron(config-if-e1000-1/25)# rate-limit input access-group 101 10000000 125000
187500 conform-action set-prec-transmit 5 exceed-action set-prec-transmit O
Biglron(config-if-el000-1/25)# rate-limit input access-group 102 10000000 125000
187500 conform-action set-prec-transmit 5 exceed-action drop
Biglron(config-if-el1l000-1/25)# rate-limit output access-group 103 1000000 100000
100000 conform-action set-prec-transmit 5 exceed-action drop
Biglron(config-if-e1000-1/25)# rate-limit input 4000000 80000 120000 conform-action
set-prec-transmit 5 exceed-action drop

To specify the values for the rate policies in Figure 8.3 on page 8-7 and apply the policies, enter the following
commands:

Biglron(config)# interface virtual ve2
Biglron(config-ve-2)# rate-limit input access-group ratelimit 100 4000000 320000
400000 conform-action transmit exceed-action drop

To specify the values for the rate policies in Figure 8.4 on page 8-8 and apply the policies, enter the following
commands:

Biglron(config)# vlan 2
Biglron(config-vlan-2)# rate-limit input 10000000 125000 187500 conform-action
set-prec-transmit 5 exceed-action set-prec-transmit O

CLI Syntax

Syntax: [no] rate-limit input | output [access-group <num>] <average-rate> <normal-burst-size> <excess-burst-
size> conform-action <action> exceed-action <action>
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The input | output parameter specifies whether the rule applies to inbound traffic or outbound traffic.
*  Specify input for inbound traffic.
*  Specify output for outbound traffic.

The access-group <num> parameter specifies an ACL. When you use this parameter, the rule applies only to
traffic that matches the specified ACL. Otherwise, the rule applies to all IP traffic that does not match a previous
rule on the interface. You can specify the number of a standard ACL, and extended ACL, or a rate limit ACL. If
you specify a rate limit ACL, use the parameter ratelimit (without a space) in front of the ACL number; for
example, ratelimit 100.

NOTE: You cannot specify a named ACL.

The <average-rate> parameter specifies the portion, in bits per second (bps) of the interface’s total bandwidth you
want to allocate to traffic that matches the rule. You can specify a value can from 262144 (256Kbps) up to the
maximum line rate of the port. For example, for a 100Mbps port, the maximum value is 100,000,000 (100Mbps).

If the interface is a trunk group, a virtual interface, or a VLAN, you can specify a value up to the maximum
combined line rate of all the ports in the interface. For example, if the interface is a trunk group that consists of two
one-Gigabit Ethernet ports, then the maximum value for <average-rate> is 2,000,000,000 (two times the maximum
for each of the individual Gigabit ports).

The <normal-burst-size> parameter specifies the maximum number of bytes that specific traffic can send on the

interface within the Committed Time Interval and still be within that traffic's rate limit. The minimum value is 3277°
or 1/10th of the Average Rate (whichever is higher), and the maximum value is the Average Rate. The smallest
fraction of the Average Rate you can specify is 1/10th.

The <excess-burst-size> parameter specifies the maximum number of additional bytes (bytes over the <normal-
burst-size>) that can be transmitted within the Committed Time Interval. The <excess-burst-size> can be a value
equal to or greater than the <normal-burst-size> up to the maximum number of bytes the interface can forward
within the Committed Time Interval (see “Committed Time Interval’ on page 8-9).

The device can take different actions for traffic within the <normal-burst-size> and traffic that falls into the <excess-
burst-size>. For example, you can forward all traffic in the <normal-burst-size> and reset the precedence to a
lower priority for all <excess-burst-size> traffic, or even just drop that traffic.

NOTE: Do not set the <excess-burst-size> parameter to a value greater than the maximum number of bytes the
interface can forward within the Committed Time Interval. Even if the software allows you to specify a higher
value, the interface cannot forward more data than its line rate supports.

The conform-action <action> parameter specifies the action you want the device to take for traffic that matches
the rule and is within the Normal Burst Size. You can specify one of the following actions:

* transmit — Send the packet.

e set-prec-transmit <new-prec> — Set the IP precedence, then send the packet. You can specify one of the
following:

e 0 -routine precedence

e 1 —priority precedence

e 2 -—immediate precedence

e 3 -—flash precedence

e 4 —flash override precedence

e 5 —critical precedence

1.This value comes from dividing the minimum Average Rate (262144 bits) by eight to get 32768 bytes, then
dividing 32768 bytes by 10 to get 3276.8, since the smallest fraction of the Average Rate you can specify is
1/10th. The value 3276.8 is then rounded up to 3277.
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* 6 —internetwork control precedence
e 7 — network control precedence

e set-prec-continue <new-prec> — Set the IP precedence to one of the values listed above, then evaluate the
traffic based on the next rate policy.

e drop — Drop the packet.
* continue — Evaluate the traffic based on the next rate policy.

The exceed-action <action> parameter specifies the action you want the device to perform for traffic that matches
the rule but exceeds the <normal-burst-size> within a given Committed Time Interval. You can specify one of the
actions listed above.

Configuring Port-, VLAN- and Direction-Based Rate Limiting (VM1 only)

Adaptive port-and-VLAN based rate limiting is supported only on VM1. It allows you to rate-limit traffic on a given
port, based on its VLAN tag. For example, if a port belongs to 3 VLANSs, you can rate-limit each VLAN's traffic
independently.

On Chassis devices managed by a VM1, you can configure a rate limiting policy for the following combination:
e Port

e VLANID

*  Traffic direction

You can limit the rate on a specific port for a specific VLAN and for a specific traffic direction.

NOTE: You can use port-, VLAN-, and direction-based rate limiting for IP, AppleTalk, and IPX traffic. The other
Adaptive Rate Limiting features described in this chapter apply only to IP traffic.

Configuration Considerations

* You can enable the feature on an individual port basis only. You cannot enable the feature on a virtual routing
interface basis. This is true even if you have assigned a virtual routing interface to the trunk ports.

e The port on which you enable the feature cannot be a member of a virtual routing interface.
e When you enable the feature on a port, the following features are disabled on the port:
e ACLs
*  Other Adaptive Rate Limiting features (for example, port-based or VLAN-based Adaptive Rate Limiting)
*  NetFlow
e sFlow Export
¢ Network Address Translation (NAT)
*  Policy-Based Routing (PBR)

The configuration information for these features remains in the device’s configuration but the features are
disabled on the port.

Configuring a Port-, VLAN-, and Direction-Based Rate Limiting Policy

To configure a port-, VLAN-, and direction-based rate limiting policy, enter a command such as the following at the
configuration level for the port:

Biglron(config-if-el1l00-3/8)# rate in vlan 10 262144 3277 3277 conform-action
transmit exceed-action drop

This command configures a rate limiting policy for inbound traffic to VLAN 10 on port 3/8. The policy transmits
traffic that conforms with the specified rate (262144 bps) and drops traffic that exceeds the rate.
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Syntax: [no] rate-limit input | output vlan <vlan-id> <average-rate> <normal-burst-size> <excess-burst-size>
conform-action <action> exceed-action <action>

The input | output parameter specifies whether the rule applies to inbound traffic or outbound traffic.
e Specify input for inbound traffic.
e  Specify output for outbound traffic.

The vlan <vlan-id> parameter specifies the VLAN ID. The rate limiting policy applies only to traffic to or from the
specified VLAN ID. The policy does not apply to traffic to or from other VLANS on this port.

The <average-rate> parameter specifies the portion, in bits per second (bps) of the interface’s total bandwidth you
want to allocate to traffic that matches the rule. You can specify a value can from 262144 (256Kbps) up to the
maximum line rate of the port. For example, for a 100Mbps port, the maximum value is 100,000,000 (100Mbps).

If the interface is a trunk group, a virtual interface, or a VLAN, you can specify a value up to the maximum
combined line rate of all the ports in the interface. For example, if the interface is a trunk group that consists of two
one-Gigabit Ethernet ports, then the maximum value for <average-rate> is 2,000,000,000 (two times the maximum
for each of the individual Gigabit ports).

The <normal-burst-size> parameter specifies the maximum number of bytes that specific traffic can send on the

interface within the Committed Time Interval and still be within that traffic's rate limit. The minimum value is 3277°
or 1/10th of the Average Rate (whichever is higher), and the maximum value is the Average Rate. The smallest
fraction of the Average Rate you can specify is 1/10th.

The <excess-burst-size> parameter specifies the maximum number of additional bytes (bytes over the <normal-
burst-size>) that can be transmitted within the Committed Time Interval. The <excess-burst-size> can be a value
equal to or greater than the <normal-burst-size> up to the maximum number of bytes the interface can forward
within the Committed Time Interval. For information about the Committed Time Interval and the rate limiting
algorithm, see “Adaptive Rate Limiting Parameters” on page 8-8.

The device can take different actions for traffic within the <normal-burst-size> and traffic that falls into the <excess-
burst-size>. For example, you can forward all traffic in the <normal-burst-size> and reset the precedence to a
lower priority for all <excess-burst-size> traffic, or even just drop that traffic.

NOTE: Do not set the <excess-burst-size> parameter to a value greater than the maximum number of bytes the
interface can forward within the Committed Time Interval. Even if the software allows you to specify a higher
value, the interface cannot forward more data than its line rate supports.

The conform-action <action> parameter specifies the action you want the device to take for traffic that matches
the rule and is within the Normal Burst Size. You can specify one of the following actions:

e transmit — Send the packet.
e drop — Drop the packet.

e continue — Evaluate the traffic based on the next rate policy.

NOTE: The set-prec-transmit and set-prec-continue actions under conform-action <action> and
exceed-action <action> are not supported.

The exceed-action <action> parameter specifies the action you want the device to perform for traffic that matches
the rule but exceeds the <normal-burst-size> within a given Committed Time Interval. You can specify one of the
actions listed above.

NOTE: The access-group <num> parameter is not supported. You cannot use an ACL with port-, VLAN-, and
direction-based rate limiting.

1.This value comes from dividing the minimum Average Rate (262144 bits) by eight to get 32768 bytes, then
dividing 32768 bytes by 10 to get 3276.8, since the smallest fraction of the Average Rate you can specify is
1/10th. The value 3276.8 is then rounded up to 3277.
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Displaying Configuration Information and Statistics

To display the Adaptive Rate Limiting policies in effect on the device, and statistics for the policies, enter a
command such as the following at any level of the CLI:

Biglron(config-if-e1000-1/1)# show interface ethernet 1/1 rate-limit
Input

matches: access-group 101

params: 10000000 bps, 125000 limit, 187500 extended limit

conform O packets, O bytes; action: set-prec-transmit 5

exceeded 0 packets, 0 bytes; action: set-prec-transmit O

last packet: Oms ago, current burst: 0 bytes

last cleared: 0 days 00:08:05 ago, conformed O bps, exceeded 0 bps
Output

matches: access-group 103

params: 1000000 bps, 100000 Bimit, 100000 extended limit

conform O packets, O bytes; action: set-prec-transmit 5

exceeded 0 packets, 0 bytes; action: drop

last packet: Oms ago, current burst: 0 bytes

last cleared: 0 days 00:00:04 ago, conformed O bps, exceeded 0O bps

Syntax: show interface ethernet <portnum> | ve <numx> rate-limit

Table 8.3: CLI Display of Adaptive Rate Limiting Information

This Field... Displays...

matches The Adaptive Rate Limiting policy

params The policy parameters

last packet The time that has elapsed since a packet matched the policy
current burst The actual burst size at the time the software responded to the

command to display this information

last cleared The time when the statistics counters were last cleared using the
clear statistics command

conformed The number of packets that matched the policy and conformed with
the normal burst size, since the statistics were last cleared

exceeded The number of packets that matched the policy but exceeded the
normal burst size, since the statistics were last cleared

Clearing Adaptive Rate Limiting Statistics

To clear Adaptive Rate Limiting statistics, enter a command such as the following:
Biglron# clear statistics rate-counters ethernet 1/1
This command clears the Adaptive Rate Limiting statistics that have been accumulated for port 1/1.

Syntax: clear statistics rate-counters [dos-attack | ethernet <portnum> | pos <portnum> | slot <slotnum>]

NOTE: The dos-attack parameter clears statistics about ICMP and TCP SYN packets dropped because burst
thresholds were exceeded. See the “Protecting Against Denial of Service Attacks” chapter in the Foundry
Security Guide.
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Complete CLI Examples

This section lists and explains the CLI commands for implementing the Adaptive Rate Limiting applications in
“Examples of Adaptive Rate Limiting Applications” on page 8-5.

Commands for Adaptive Rate Policies For a Trunk Group

To configure the Adaptive Rate Limiting application described in “Adaptive Rate Policies For a Trunk Group Uplink”
on page 8-5, enter the following commands.

The first three commands configure extended ACLs to characterize the traffic. ACL 101 is for all web traffic. ACL
102 is for all FTP traffic. ACL 102 is for all DNS traffic. Each of the ACLs matches on any source and destination
IP address.

Biglron(config)# access-list 101 permit tcp any any eq http
Biglron(config)# access-list 102 permit tcp any any eq ftp
Biglron(config)# access-list 103 permit udp any any eq dns

The following command changes the CLI to the configuration level for port 1/25. If the port is the primary port in a
trunk group, the rate policy configuration applies to all ports in the trunk group. In this case, port 1/25 is the
primary port in a trunk group that also contains port 1/26.

Biglron(config)# interface ethernet 1/25
The following command configures a rate limit rule that uses ACL 101.

Biglron(config-if-e1000-25)# rate-limit input access-group 101 10000000 125000
187500 conform-action set-prec-transmit 5 exceed-action set-prec-transmit O

The rule compares all inbound packets on the trunk group to ACL 101. For packets that match the ACL, the rule
either sets the IP precedence to 5 (critical) and then sends the packet, or sets the IP precedence to 0 (routine) and
sends the packet. The rule sets the precedence to 5 for all packets received up to the maximum Normal Burst
Size, 125000 bytes. Once the interface receives this many bytes in the inbound direction that match ACL 101, the
device sets the precedence for the next 62500 bytes to the value associated with the Excess Burst Size.

The burst size counters increment for the duration of the Committed Time Interval, then change back to zero for
the next Committed Time Interval. The length of the Committed Time Interval is determined by the ratio of the
Average Rate to the Normal Burst Size. In this case, the ratio is 10:1, so the Committed Time Interval is 1/10th
second long. The counter for the Normal Burst Size accumulates packets for 1/10th second, then returns to zero.
The counter for the Excess Burst Size accumulates packets for 2/10ths second, then returns to zero.

The following command configures a rate limit rule that uses ACL 102. This rule also applies to inbound traffic.
The action for packets that exceed the Normal Burst Size is different from the action in the rule above. The rule
above sets the precedence to 0 in packets received after the maximum number of conforming packets (the
number represented by the Normal Burst Size) is received within the Committed Time Interval.

The following rule drops packets received after the maximum number of conforming packets have been received.

Biglron(config-if-e1000-25)# rate-limit input access-group 102 10000000 125000
187500 conform-action set-prec-transmit 5 exceed-action drop

The following rule applies to traffic that matches ACL 103. Like the previous rule, this rule drops packets received
after the maximum number of conforming packets have been received. However, notice that this rule applies to
traffic in the outbound direction.

Biglron(config-if-el1l000-25)# rate-limit output access-group 103 1000000 100000
100000 conform-action set-prec-transmit 5 exceed-action drop

The following command configures a rule for all IP traffic that does not match one of the ACLs used in the rules
above.

Biglron(config-if-el000-25)# rate-limit input 4000000 80000 120000 conform-action
set-prec-transmit 5 exceed-action drop
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When you make configuration changes, make sure you save them to the startup-config file. If the system resets
for any reason or you reload the software, the configuration changes you make are reinstated only if they have
been saved to the startup-config file. Enter the following command to save configuration changes:

Biglron(config-if-el1l000-25)# write memory
You can enter this command from any configuration level of the CLI.
Commands for Adaptive Rate Policy for a Virtual Routing Interface that Route VLANs

To configure the Adaptive Rate Limiting application described in “Adaptive Rate Policy for a Virtual Routing
Interface that Route VLANSs” on page 8-7, enter the following commands.

The following command configures a rate limit ACL to characterize the traffic. In this case, the rate policy is for a
specific host, so the rate limit ACL specifies a host MAC address.

Biglron(config)# access-list rate-limit 100 aaaa.bbbb.cccc
The following command changes the CLI to the configuration level for virtual interface ve2.
Biglron(config)# interface virtual ve2

The following command configures rule for inbound traffic that matches the rate limit ACL configured above. The
rule sends traffic that conforms to the Normal Burst Size and drops traffic received after the maximum number of
conforming bytes have been received.

The Average Rate for the rule is 8000000 bps. The Normal Burst Size is 640000 bytes, and the Excess Burst Size
is 800000 bytes. Based on the Average Rate and Normal Burst Size values, the Committed Time Interval is 6.4/
10ths of a second, or about 2/3 seconds.

Biglron(config-ve-2)# rate-limit input access-group ratelimit 100 4000000 320000
400000 conform-action transmit exceed-action drop

The following command saves the configuration changes:
Biglron(config-ve-2)# write memory
Commands for Adaptive Rate Policy for a Layer 2 Port-Based VLAN

To configure the Adaptive Rate Limiting application described in “Adaptive Rate Policy for a Layer 2 Port-Based
VLAN” on page 8-8, enter the following commands.

The following command changes the CLI to the configuration level for port-based VLAN 2.
Biglron(config)# vlan 2

The following command configures a rule for all inbound IP traffic on the VLAN’s ports. The rule applies to all IP
packets that come into the device on a port in VLAN 2.

Biglron(config-vlan-2)# rate-limit input 10000000 125000 187500 conform-action set-
prec-transmit 5 exceed-action set-prec-transmit 0O

The following command saves the configuration changes:

Biglron(config-vlan-2)# write memory

Disabling Rate Limiting Exemption for Control Packets

By default, the Foundry device does not apply Adaptive Rate Limiting policies to certain types of control packets,
but instead always forwards these packets, regardless of the rate limiting policies in effect.

NOTE: This section applies only to Adaptive Rate Limiting. Fixed Rate Limiting drops all packets that exceed the
limit, regardless of packet type.
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Table 8.4 lists the types of control packets that are exempt from rate limiting by default.

Table 8.4: IP Control Traffic Exempt from Rate Limiting

Traffic Type IP Address IP Protocol or Application
Port
IP multicast IP nodes multicast 224.0.0.1
IP routers multicast 224.0.0.2
IP DVMRP router multicast 224.0.04
IP OSPF router multicast 224.0.0.5

IP OSPF designated router multicast 224.0.0.6

IP RIP V.2 router multicast 224.0.0.9
IP VRRP multicast 224.0.0.18

IP unicast BGP control packet TCP port 179 (0x00B3)
OSPF control packet IP protocol type 89 (0x59)
RIP packet UDP port 520 (0x0208)

To provide exemption, the CPU examines each packet to determine whether the packet is one of the exempt
control types. If your network does not use these control types and you want to reduce CPU utilization, you can
disable exemption for the control packets on an interface. To do so, use the following CLI method.

NOTE: |If your network uses BGP, OSPF, or RIP and you disable exemption, the rate limiting polices can result in
routing protocol traffic being dropped.

To disable rate limiting exemption for control packets on an interface, enter the following command at the CLI
configuration level for that interface:

Biglron(config-if-el000-25)# rate-limit control-packet no

This command disables exemption of all the control packets listed in Table 8.4 on port 25.
Syntax: [no] rate-limit control-packet no | yes

To re-enable exemption for the interface, enter the following command:

Biglron(config-if-el000-25)# rate-limit control-packet yes

Using a Rate Limiting ACL to Deny Traffic

You cannot use filtering ACLs and rate limiting ACLs on the same port. However, you can use an ACL-based rate
limiting policy to filter out (deny) IP traffic on a port in addition to other ACLs that limit the rate of the port.

Figure 8.8 shows an example of a configuration that uses rate limiting polices to limit the IP traffic from one host
while denying IP traffic from the other host. Both hosts are attached to the Foundry device on the same port.
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Figure 8.8 Filtering and rate limiting traffic on the same port
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This configuration uses two rate limiting policies. The first policy limits the rate of IP traffic from PC1. The second
policy drops IP traffic from PC2, by setting the conform and exceed actions both to drop.

Here are the CLI commands for this configuration.

Biglron(config)# access-list 1 permit host 11.11.11.1 log

Biglron(config)# access-list 2 permit host 11.11.11.2 log

Biglron(config)# interface ethernet 1/1

Biglron(config-if-el100-1/1)# rate-limit input access-group 1 262144 3277 3277
conform-action continue exceed-action drop

Biglron(config-if-el00-1/1)# rate-limit input access-group 2 262144 3277 3277
conform-action drop exceed-action drop

The first rate limiting policy limits the rate of traffic from PC1 (11.11.11.1). The policy forwards traffic that conforms
to the policy’s rate but drops traffic that exceeds the rate. The second rate limiting policy drops all IP traffic from
PC2 (11.11.11.2). The policy uses the deny action for traffic that conforms to the rate or exceeds the rate.

NOTE: For this configuration to work correctly, the rate-limiting policy that denies all traffic must be the last policy
you apply to the port.
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Chapter 9
Configuring JetCore Rate Limiting (JetCore)

This chapter describes how to configure rate limiting on devices with JetCore modules. Rate Limiting on devices
with JetCore modules can be one of the following types:

Adaptive Rate Limiting for Chassis devices with JetCore modules and the Fastlron 4802

Fixed Rate Limiting for devices with JetCore modules running Service Provider software release 09.1.00

NOTE: To configure rate limiting on an IronCore module, see “Configuring IronClad Rate Limiting (IronCore)”
on page 8-1. To configure rate limiting on a Fastlron Edge Switch (FES device), see “Configuring Rate Limiting on
Other Foundry Devices” on page 11-1.

Adaptive Rate Limiting

Line-rate rate limiting in hardware is available on the following devices:

Foundry devices with JetCore modules running software release 07.6.01 and later

Fastlron 4802 devices running software release 07.6.01 and later

You can configure the device to use one of the following modes of rate limiting:

Port-based — Limits the rate on an individual port to the maximum bits per second (bps) you specify.
Port-and-priority-based — Limits the rate on an individual hardware forwarding queue on an individual port.

ACL-based — Limits the rate for IP traffic on an individual port that matches the permit conditions in IP Access
Control Lists (ACLs). You can use standard or extended IP ACLs. Standard IP ACLs match traffic based on
source IP address information. Extended ACLs match traffic based on source and destination IP address and
IP protocol information. For TCP and UDP, they also match on source and destination TCP or UDP
addresses.

JetCore Layer 2 ACL-based — This feature is an extension to the existing IP ACL-based rate limiting on
devices with JetCore modules. This feature enables you to limit traffic rates using the Layer 2 parameters
defined in the associated JetCore Layer 2 ACL table.

NOTE: Port-and-priority-based rate limiting, ACL-based rate limiting, and JetCore Layer 2 ACL-based rate
limiting are supported only for inbound rate limiting policies. Port-based rate limiting is supported for inbound
and outbound rate limiting policies.
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The device creates entries in Content Addressable Memory (CAM) for the rate limiting policies. The CAM entries
enable the device to perform the rate limiting in hardware instead of sending the traffic to the CPU. The device
sends the first packet in a given traffic flow to the CPU, which creates a CAM entry for the traffic flow. A CAM entry
consists of the source and destination addresses of the traffic. The device uses the CAM entry for rate limiting all
the traffic within the same flow. A rate limiting CAM entry remains in the CAM for two minutes before aging out.

NOTE: The adaptive rate limiting described in this section is supported on JetCore modules and on the Fastlron
4802. This rate limiting is not supported on devices with [ronCore modules or on the 10 Gigabit Ethernet module.

JetCore Rate Limiting Support for Release 07.6.01

Table 9.1 lists the types of rate limiting supported on devices with JetCore modules, running software release
07.6.01.

Table 9.1: JetCore Rate Limiting Support in Devices Running Software Release 07.6.01

Product Input Output
Port Port- ACL Port Port- ACL

and- and-

priority priority
Biglron 4000/8000/ | Y Y \ Y N/A N/A
15000
Fastlron 400/800/ Y Y Yya Y N/A N/A
1500
Fastlron 4802 Y Y Yo Y N/A N/A
(FWS4802 and
FWS4802-PREM)
(Layer 2 or Layer 3)

1.ACL-based Adaptive Rate Limiting is supported on individual ports only, not
on virtual routing interfaces. Up to ten ACL-based rate limiting policies are sup-
ported per port and up to 105 are supported per device. You cannot use the
ACL-based mode along with features that modify the ToS value in IP traffic.

Additional Notes

* Rate limiting is not supported on POS or ATM interfaces.

e If you configure Adaptive Rate Limiting and ACLs on the same port, rate limiting stops working on the port
and only the ACLs take effect.

*  VLAN-based (VLAN/ VE) rate limiting is not supported.
*  Port-and-VLAN based rate limiting (Port / VLAN) is not supported.
* Rate limiting is not supported on Fastlron devices with JetCore modules J-FIXGMR4-BASE or J-FIxG-BASE.

e Fastlron 4802 only — You cannot use outbound rate limiting on 10/100 ports and a Gigabit Ethernet port at the
same time, if the ports are managed by the same IPC. 10/100 ports 1 — 24 and Gigabit Ethernet port 49 are
managed by IPC 1. 10/100 ports 25 — 48 and Gigabit Ethernet port 50 are managed by IPC 2. This issue
does not apply to Chassis devices with JetCore modules.
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Rate Limiting Algorithm and Parameters
Rate limiting uses the following algorithm:

c=(R*I* 0.0192)/(S * 8)
where:

e Cisthe number of Credits. A policy allows up to the number of bytes for which the policy has credits in a
given Rate Limiting Interval. The algorithm rounds the value of C up to the next whole integer. Inbound rate
limiting uses 32-byte credits. Outbound rate limiting uses 64-byte credits.

* Risthe Average Rate. The Average Rate is the maximum number of bits the policy allows during one
second. This parameter is configurable.

e 1*0.0000192 calculates the Rate Limiting Interval. The Rate Limiting Interval determines the granularity of
the rate limiting. The value of | depends on the type of rate limiting (inbound or outbound) and the port type.
See Table 9.2.

* Sis the credit size. Multiplying S by 8 converts bits to bytes, since the Average Rate is expressed in bits per
second but the Credits are based on bytes.

The device calculates the Credits based on the Average Rate and Rate Limiting Interval.

Table 9.2 lists the rate limiting parameters.

Table 9.2: JetCore Rate Limiting Parameters

Traffic Port Type Minimum Rate Time Credit
Direction Average Rate (R) | Increments Interval (I) | Size (S)
(Granularity)'
Inbound 10/100 256512 bps 256512 bps 52 32
Gigabit 1025792 bps 1025792 bps 13 32
Outbound 10/100 1041910 bps 41500 bps 640 64
Gigabit 20833792 bps 833024 bps 32 64

1.The rate increments are approximate.

The following sections describe the rate limiting parameters in detail.
Average Rate

The Average Rate is a parameter you specify when you configure a rate limiting policy. The Average Rate
represents a percentage of an interface's line rate (bandwidth), expressed in bits per second (bps). The Average
Rate specifies the maximum number of bits you want to allow a port to receive or forward during a one-second
interval.

The Average Rate you can specify depends on the port’s maximum line rate and whether you are configuring
inbound rate limiting or outbound rate limiting. Table 9.2 lists the minimum Average Rate for each traffic direction
and port type. The maximum Average Rate you can specify is the maximum line rate of the port.

Adjusted Average Rate

The software adjusts the Average Rate you enter so that the calculation of credits does not result in a remainder
of a partial Credit. The CLI displays the adjusted rate. You also can display a table of the adjusted rate values.
See “Displaying Adjusted Average Rates” on page 9-13.
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For outbound rate limiting, it can take 30 — 60 seconds for a port’s rate to change to the adjusted Average Rate.
This can occur in the following cases:

*  When you apply an outbound rate limiting policy to the port.
e When the packet sizes of the traffic change dramatically within a short period of time.
Credits

A Credit is a forwarding allowance for a rate-limited port, and is the smallest number of bytes that can be allowed
during a given Rate Limiting Interval. Inbound rate limiting uses 32-byte credits. Outbound rate limiting uses 64-
byte credits.

During a Rate Limiting Interval, a port can send or receive only as many bytes as the port has Credits for. For
example, if an inbound rate limiting policy results in a port receiving two Credits per rate limiting interval, the port
can send or receive a maximum of 64 bytes of data during that interval.

Rate Limiting Interval

The Rate Limiting Interval is a specific number of milliseconds (ms) that determines the granularity of the rate
limiting. Table 9.2 lists the rate limiting interval Average Rate for each traffic direction and port type. JetCore
Adaptive Rate Limiting allocates Credits on an individual Rate Limiting Interval basis.

Rate Limiting of Control Packets

For the port-based and port-and-priority-based modes, rate limiting applies to all packets including the following
control packets. For the ACL-based mode, rate limiting does not apply to any of these control packets. Table 9.3
lists the types of control packets that are not rate limited for the ACL-based mode.

Table 9.3: IP Control Traffic Exempt from Rate Limiting when Using the ACL-based Mode

MAC Address IP Address IP Protocol or Application
Port
Layer 2 broadcast FFFF.FFFF.FFFF
Layer 2 multicast 0100.5E000.0000
—0100.5E00.FFFF
Layer 2 subnet directed Any
broadcast
Layer 3 local multicast E0.00.00.00 with
mask E0.00.00.FF
Layer 3 IGMP multicast E0.00.01.00 —
EFFF.FFFF
PIM control packet IP protocol 103
OSPF control packet IP protocol 89
RIP packet UDP port 520 (0x0208)
BGP control packet TCP port 179 (0x00B3)

Configuration Considerations

* Inbound rate limiting and outbound rate limiting are completely independent of one another. You can
configure rate limiting for either direction or both directions on the same port. However, for each traffic
direction, there are some restrictions to the types of rate limiting you can use in combination for that traffic
direction.

9-4 © 2006 Foundry Networks, Inc. January 2006



Configuring JetCore Rate Limiting (JetCore)

*  For outbound rate limiting, you can use port-based rate limiting only. Port-and-priority based rate limiting
and ACL-based rate limiting are not supported.

e  Forinbound rate limiting, Table 9.4 lists the types of rate limiting you can use together.

Table 9.4: Valid Inbound Rate Limiting Combinations

Can be Used Together?
Rate Limiting Type Port Port-and-Priority ACL
Port No Yes
Port-and-Priority No No
ACL Yes No

NOTE: There is one exception to the support for both port and ACL-based rate limiting for inbound traffic. You
cannot use port-based rate limiting on the first port on an IGC or IPC if you have already applied an ACL-based
rate limiting policy to another port on the same IGC or IPC. If you want to use both types of rate limiting on ports
managed by the same IGC or IPC, including the first port managed by the IGC or IPC, use an ACL-based rate
limiting policy on the first port. You can then use port-based or ACL-based rate limiting policies on any of the other
ports managed by the IGC or IPC.

e JetCore hardware-based rate limiting is not supported on trunk groups.

e Forinbound traffic, you can use port-based or port-and-priority-based rate limiting on a port that is a member
of a VLAN that has a virtual routing interface.

* If you use the ACL-based mode, by default the device forwards traffic that matches the deny conditions in the
ACLs you use in the rate limiting policies on the port. However, you can configure the device to drop this
traffic instead. See “Using ACLs for Filtering in Addition to Rate Limiting” on page 9-9.

*  You cannot use the ACL-based mode along with features that modify the Type-of-Service (ToS) value in IP
traffic. For traffic that matches the permit conditions in a rate limiting ACL, the device leaves the ToS values
unchanged even if other features on the device are configured to change the ToS values.

*  If you configure an ACL-based rate limiting policy, the device sets the TCP and UDP ACL modes to strict TCP
and non-strict UDP. These modes are required to create the CAM entries for rate limited traffic. When you
are not using ACLs for rate limiting, the modes affect processing for ACL-based filtering.

NOTE: You cannot change the setting from strict TCP or non-strict UDP unless you remove the rate limiting
policies first.

e  Software-based rate limiting (the type supported on Chassis devices with [ronCore modules) is not
supported.

NOTE: See also “JetCore Rate Limiting Support for Release 07.6.01” on page 9-2.

Configuring JetCore Adaptive Rate Limiting

The following sections show examples for configuring rate limiting policies for each mode and describe the CLI
syntax.

In each example, the CLI adjusts the Average Rate you enter to be valid for the Credit calculation. To display a
table of adjusted Average Rates, see “Displaying Adjusted Average Rates” on page 9-13.
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Configuring a Port-Based Rate Limiting Policy
To configure an inbound port-based policy, enter commands such as the following:

Biglron(config)# interface ethernet 1/1
Biglron(config-if-el00-1/1)# rate-limit in 600000
The average rate has been adjusted to 513024

These commands configure an inbound policy on 10/100 Ethernet port 1/1 with an Average Rate of 513024 bps.
The following commands configure an inbound rate limiting policy on a Gigabit Ethernet port.

Biglron(config)# interface ethernet 2/1
Biglron(config-if-el1l000-2/1)# rate-limit in 2000000
The average rate has been adjusted to 2051328

To configure an outbound port-based policy, enter commands such as the following:

Biglron(config)# interface ethernet 1/2
Biglron(config-if-el100-1/2)# rate-limit out 5000000
The average rate has been adjusted to 5000192

These commands configure an outbound policy on 10/100 Ethernet port 1/2 with an Average Rate of 5000192
bps. The following commands configure an outbound rate limiting policy on a Gigabit Ethernet port.

Biglron(config)# interface ethernet 2/2
Biglron(config-if-e1000-2/2)# rate-limit out 40000000
The average rate has been adjusted to 40000512

Syntax: [no] rate-limit in | out <average-rate>
See “Rate Limiting Syntax” on page 9-7.
Configuring a Port-and-Priority-Based Rate Limiting Policy

Port-and-priority-based rate limiting is supported for inbound traffic only. To configure a port-and-priority-based
policy, enter commands such as the following:

Biglron(config)# interface ethernet 1/1
Biglron(config-if-e100-1/1)# rate-limit in priority q0 g2 600000
The average rate has been adjusted to 513024

These commands configure an inbound policy on 10/100 Ethernet port 1/1, for hardware forwarding queues q0
and g2 with an Average Rate of 769280 bps. The policy applies only to traffic that is received on the port and is
placed in the specified forwarding queues.

Syntax: [no] rate-limit in priority g0 | g1 | g2 | 3 <average-rate>
See “Rate Limiting Syntax” on page 9-7.
Configuring an ACL-Based Rate Limiting Policy

You can use standard or extended IP ACLs for ACL-based rate limiting. ACL-based rate limiting is supported for
inbound traffic only.

e Standard IP ACLs match traffic based on source IP address information.

e Extended ACLs maich traffic based on source and destination IP address and IP protocol information. For
TCP and UDP, they also match on source and destination TCP or UDP addresses.

NOTE: |If you apply an ACL-based rate limiting policy to a port that belongs to a virtual routing interface, by
default the policy applies only to routed traffic, not to traffic switched among ports within the VLAN.
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To configure ACL-based policies on a port, enter commands such as the following:

Biglron(config)# access-list 50 permit host 1.1.1.2
Biglron(config)# access-list 60 permit host 2.2.2.3
Biglron(config)# interface ethernet 1/1
Biglron(config-if-el100-1/1)# rate-limit in access-group 50 600000
The average rate has been adjusted to 513024
Biglron(config-if-el1l00-1/1)# rate-limit in access-group 60 3000000
The average rate has been adjusted to 3077120

These commands configure two inbound rate limiting policies on 10/100 Ethernet port 1/1. The first policy rate
limits traffic from IP host 1.1.1.2. The second policy rate limits traffic from IP host 2.2.2.3.

NOTE: Use the permit condition for traffic that you want to include in the policy. If you use the deny condition,
the policy does not apply to the specified traffic. Depending on whether the strict ACL option is enabled, the
device either forwards denied traffic without rate limiting it, or drops the traffic. See “Using ACLs for Filtering in
Addition to Rate Limiting” on page 9-9.

NOTE: You must configure the ACLs before you can use them to configure the rate limiting policy.

Syntax: [no] rate-limit in access-group <acl-id> <average-rate>
See “Rate Limiting Syntax”.
Rate Limiting Syntax

Syntax: [no] rate-limit in | out
[[priority 0 1 g1 1 g2 | q3] | [access-group <acl-id>]]
<average-rate>

The in | out parameter specifies the traffic direction to which the policy applies.

NOTE: The out option is supported only for port-based rate limiting. The out option is not supported for port-
and-priority-based rate limiting or ACL-based rate limiting.

The syntax allows you to configure a port-based policy, a port-and-priority-based policy, or an ACL-based policy.
e To create a port-based policy, do not use the priority or access-group parameters.

e To create a port-and-priority-based policy, use the priority parameter.

e To create an ACL-based policy, use the access-group parameter.

The priority q0 | q1 1 g2 | g3 parameter specifies the hardware forwarding queue to which the policy applies. Use
this parameter only if you are configuring a port-and-priority-based policy. The device prioritizes the queues from
q0 (normal priority) to q3 (highest priority).

The access-group <acl-id> parameter specifies an IP ACL. Use this parameter only if you are configuring an
ACL-based policy.

The <average-rate> parameter specifies the maximum number of bits per second (bps) you want the device to
allow on the port. You can specify a value in the following ranges:

* Inbound rate limiting on 10/100 Ethernet: 256512 — 100000000 bps.

* Inbound rate limiting on Gigabit Ethernet: 1025792 — 1000000000 bps.

e Qutbound rate limiting on 10/100 Ethernet: 1041910 — 100000000 bps.

*  Outbound rate limiting on Gigabit Ethernet: 20833792 — 1000000000 bps.
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NOTE: The software adjusts the Average Rate you enter so that the calculation of credits does not result in a
remainder of a partial Credit. The CLI displays the adjusted rate. You also can display a table of the adjusted rate
values. See “Displaying Adjusted Average Rates” on page 9-13.

Layer 2 ACL-Based Rate Limiting

NOTE: This feature is applicable on Foundry devices running Service Provider IronWare software release
09.1.00 or later and Enterprise software release 08.0.00 and later.

JetCore Layer 2 ACL-based rate limiting enables the Foundry device to rate limit incoming traffic in hardware,
without CPU intervention. Rate limiting in hardware enables the device to manage bandwidth at line-rate speed.

This feature is an extension to the existing IP ACL-based rate limiting on JetCore devices. Whereas the existing

feature provides the facility to limit the rate for IP traffic that matches the permit conditions in standard or extended
IP ACLs; the new feature enables you to limit traffic rates using the Layer 2 parameters defined in the associated
JetCore Layer 2 ACL table.

In general, Layer 2 ACL-based rate limiting works along the same lines as the JetCore hardware-based rate
limiting feature. All the rules and regulations that apply to JetCore rate limiting also apply to this feature.

Configuration Rules and Notes
e Layer 2 ACL-based rate limiting applies only to inbound traffic. You cannot use it to rate limit outgoing traffic.

*  You can apply Layer 2 ACL-based rate limiting on a physical port. You cannot apply it to a virtual interface or
a trunk port.

*  You cannot use Layer 2 ACL-based filtering and Layer 2 ACL-based rate limiting on the same port. You can,
however, configure one port on the device to use Layer 2 ACL-based filtering and another port on the same
device to use Layer 2 ACL-based rate limiting.

*  You cannot use the existing ACL-based rate limiting and Layer 2 ACL-based rate limiting on the same port.
However, you can configure one port on the device to use ACL-based rate limiting and another port on the
same device to use Layer 2 ACL-based rate limiting.

*  You cannot use IP ACLs and Layer 2 ACL-based rate limiting on the same port. You can, however, configure
one port on the device to use IP ACLs and another port on the same device to use Layer 2 ACL-based rate
limiting.

e By default, when Layer 2 ACL-based rate limiting is enabled on the port, the device rate limits the traffic in
hardware. However, when other CPU-based features, such as NetFlow and MAC filters are also enabled on
the port, traffic is sent to the CPU for processing and is not subject to rate limiting.

Configuring Layer 2 ACL-Based Rate Limiting
To configure Layer 2 ACL-based rate limiting, perform the following steps:
1. Configure a Layer 2 ACL table with all the necessary clauses. See “Layer 2 ACLs” on page 5-1.

2. Configure a rate limit policy on a physical port using the Layer 2 ACL table ID and the desired average rate.
Enter a command such as the following:

Netlron 1500(config)# int e 4/25
Netlron 1500(config-if-e1000-4/25)# rate-limit in access-group 400 10000000

Syntax: Syntax: [no] rate-limit in access-group <acl-id> <average-rate>
The <acl-id> for Layer 2 ACLs can range from 400 to 499.

The <average-rate> is the maximum number of bits the policy allows during one second.
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Editing a Layer 2 ACL Table

You can make changes to the Layer 2 ACL table definitions without unbinding and rebinding the rate limit policy.
For example, you can add a new clause to the ACL table, delete a clause from the table, or delete the ACL table
that is used by a rate limit policy. See “Layer 2 ACLs” on page 5-1.

Excluding Control Traffic from Rate Limiting

By default, the Layer 2 ACL rate limiting feature does not implement control traffic exemption for rate limiting. You
can do so by configuring a respective Layer 2 ACL table and appropriate rate limit policy. For example, to prevent
the Foundry device from rate limiting OSPF control traffic, define an ACL table with the following clauses and use
it to define the rate limit policy.

Netlron 1500(config)# access-list 400 deny any 0000.5E00.0005 ffff_ffff_.fFfff any
Netlron 1500(config)# access-list 400 deny any 0000.5E00.0006 ffff_ffff.fFfff any
Netlron 1500(config)# access-list 400 permit any any any

Netlron 1500(config-if-e1000-4/25)# rate-limit in access-group 400 10000000

This configuration defines deny clauses for OSPF control packets which prevent them from being rate limited.
The last clause rate limits all other traffic to 10 Mbps. Note that the deny clause will allow traffic to be forwarded
without being rate limited, only if the strict ACL mode is not turned on.

Strict ACL Mode

The Layer 2 ACL rate limiting feature includes support for strict ACL mode. By default, Layer 2 ACL clauses with a
deny action are not subject to rate limiting, and the device forwards all traffic that match these clauses in
hardware. You can override this behavior by using strict ACL mode to drop the traffic that matches the deny
clauses. For more about strict ACL mode, see the chapter “Enabling Strict TCP or UDP Mode for Flow-Based
ACLs” on page 6-55.

Using ACLs for Filtering in Addition to Rate Limiting

When you use the ACL-based mode, the permit and deny conditions in an ACL you use in a rate limiting policy
work as follows:

*  Permit — The traffic is rate limited according to the other parameters in the rate limiting policy.
e Deny - The traffic is forwarded instead of dropped, by default.

You can configure the device to drop traffic that is denied by the ACL instead of forwarding the traffic, on an
individual port basis.

If you use the port-based or port-and-priority-based mode, ACLs forward or drop traffic based on the permit and
deny conditions.

NOTE: Once you configure an ACL-based rate limiting policy on a port, you cannot configure a regular (traffic
filtering) ACL on the same port. To filter traffic, you must enable the strict ACL option.

To configure the device to drop traffic that is denied by a rate limiting ACL, enter the following command at the
configuration level for the port:

Biglron(config-if-1/1)# rate-limit strict-acl

Syntax: [no] rate-limit strict-acl

Rate Limiting for IP Interface Traffic on JetCore Devices

Beginning with Enterprise software release 08.0.00, you can set a limit for the rate for the traffic, which is directed
to IP interfaces on the Foundry device, is sent to the management CPU for processing. This can prevent the
management CPU from being overwhelmed when a high rate of traffic is directed to IP interfaces.

When this feature is enabled, the Foundry device rate-limits traffic for which Layer 3 CAM entries have been
programmed without next-hop information (zeros). This includes IP traffic, NAT, and local sub-net interface traffic.
The rate limit is applied to IP interface traffic on a per DMA basis; that is, the specified rate limit applies to the ports
controlled by a given DMA.
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To limit the rate for IP interface traffic sent to the CPU, enter a command such as the following:
Biglron(config)# intf-proc-bandwidth med

Syntax: [no] intf-proc-bandwidth low | med | high

The low keyword sets the available processing bandwidth to 1,000,000 bits per second (bps).
The med keyword sets the available processing bandwidth to 5,000,000 bps.

The high keyword sets the available processing bandwidth to 20,000,000 bps.

The default is 100 Mbps.

In the event that a Denial of Service (DoS) attack sends enough traffic to the IP interfaces that the configured rate
limit is reached, it may be difficult to gain access to management functions on the Foundry device through a Telnet
or SSH session. To ensure that the Foundry device is reachable even when the rate limit has been applied, you
can configure an ACL that explicitly permits traffic from the host to which you are connecting to the Foundry
device.

For example, the following commands establish a management VLAN consisting of port 1/1 and an ACL that
permits hosts 13.13.13.13 and 10.10.200.18. In the event that the rate limit is reached for IP interface traffic, you
should still be able to establish a Telnet or SSH session to the device from one of these hosts.

Biglron(config)# vlan 20 by port
Biglron(config-vlan-20)# untagged e 1/1
Biglron(config-vlan-20)# router-interface ve 20
Biglron(config-vlan-20)# exit

Biglron(config)# interface ve 20
Biglron(config-vif-20)# ip address 10.10.210.1 255.255.255.192
Biglron(config-vif-20)# exit

Biglron(config)# access-list 2 permit host 13.13.13.13
Biglron(config)# access-list 2 permit host 10.10.200.18
Biglron(config)# telnet access 2 vlan 20

Displaying Rate Limiting Information
You can display the following information:

*  The policies that are in effect

e The adjusted Average Rates
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Displaying the Policies

To display all the policies on the device, enter the following command at any level of the CLI. This example shows
rate limiting polices on a device that is using the port-based rate limiting mode.

Biglron(config-if-1/1)# show rate-limit hardware-rate-limit-status

* Inbound JetCore Rate Limiting *
KAAAEAKXAAXAAAAAAAAAXRAAAAAAAAAAAAAAAAAAAAAAAAAAAKX

Module: 1
IPC number: 1
Rate Limit Mode:
Time Interval:

Port Based
13*0.0192 (ms)

Credit Size: 32

Gig Enabled: Yes

Port: 1/1, Rate: 3077120(bits/sec), Priority Queue: all, Dir: inbound, ACL: none

Port: 1/2, Rate: 6153984(bits/sec), Priority Queue: all, Dir: inbound, ACL: none

IPC number: 2

Rate Limit Mode: Port Based

Time Interval: 13*0.0192 (ms)

Credit Size: 32

Gig Enabled: Yes

Port: 1/6, Rate: 6153984(bits/sec), Priority Queue: all, Dir: inbound, ACL: none

Port: 1/2, Rate: 3077120(bits/sec), Priority Queue: all, Dir: inbound, ACL: none
Module: 2

IPC number: 1

Rate Limit Mode:
Time Interval:
Credit Size:

Port Based
13*0.0192 (ms)
32

Gig Enabled: Yes

Port: 2/2, Rate: 3077120(bits/sec), Priority Queue: all, Dir: inbound, ACL: none

Port: 2/3, Rate: 3077120(bits/sec), Priority Queue: all, Dir: inbound, ACL: none

IPC number: 2

Rate Limit Mode: Port Based

Time Interval: 13*0.0192 (ms)

Credit Size: 32

Gig Enabled: Yes

Port: 2/7, Rate: 6153984(bits/sec), Priority Queue: all, Dir: inbound, ACL: none

Port: 2/8, Rate: 6153984(bits/sec), Priority Queue: all, Dir: inbound, ACL: none
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* Outbound JetCore Rate Limiting *

*

Module: 1
IPC number: 1

Rate Limit Mode:

Time Interval:
Credit Size:
Gig Enabled:

Port: 1/3, Rate:

none

IPC number: 2

Rate Limit Mode:

Time Interval:
Credit Size:
Gig Enabled:

Port: 1/8, Rate:

none

Module: 2
IPC number: 1

Rate Limit Mode:

Time Interval:
Credit Size:
Gig Enabled:

Port: 2/2, Rate:

none

Port: 2/3, Rate:

none

IPC number: 2

Rate Limit Mode:

Time Interval:
Credit Size:
Gig Enabled:

Port: 2/5, Rate:

none

Port Based

32*0.0192 (ms)

64

Yes
30000128(bits/sec), Priority Queue: all, Dir: outbound, ACL:

Port Based
32*0.0192 (ms)
64

Yes

60000256(bits/sec), Priority Queue: all, Dir: outbound, ACL:

Port Based
32*0.0192 (ms)
64

Yes

30000128(bits/sec), Priority Queue: all, Dir: outbound, ACL:

30000128(bits/sec), Priority Queue: all, Dir: outbound, ACL:

Port Based
32*0.0192 (ms)
64

Yes

30000128(bits/sec), Priority Queue: all, Dir: outbound, ACL:

Syntax: show rate-limit hardware-rate-limit-status

This display shows the following information.

Table 9.5: Rate Limiting Policy Information

This Line... Displays...

Module Indicates the forwarding module.
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Table 9.5: Rate Limiting Policy Information (Continued)

This Line...

Displays...

IPC number

The IGC or IPC that the rate limiting information is for.
Each Gigabit Ethernet module has two IGCs.

¢ IGC 1 manages ports 1 — 4 on the module.

¢ IGC 2 manages ports 5 — 8 on the module.

Each 10/100 module has two IPCs:

e |PC 1 manages ports 1 — 24 on the module.

¢ |IPC 2 manages ports 25 — 48 on the module.

On the Fastlron 4802, IPC 1 manages ports 1 —24 and 49. IPC 2
manages ports 25 — 48 and 50.

Rate Limit Mode

The rate limiting mode that is enabled on the device. The mode can
be one of the following:

¢ Port Based

e  Port and Priority Based

e L3/L4 Based

The L3/L4 Based mode is the same as the ACL-based mode.

Time Interval The length of each Rate Limiting Interval.

Credit Size The number of bytes a Credit contains.

Gig Enabled Whether a rate limiting policy has been configured on a Gigabit port.
Port List the policies in effect on each port. Each row of information shows

the following:

e Port number

* Average Rate

e Hardware forwarding queue

e Canbeq0, q1, g2, or g3 or "all" for port-and-priority-based
policies.

e Can be "all" for the other modes.
e Traffic direction
e ACL number
e "none" for port-based and port-and-priority-based modes.

e An ACL number for ACL-based mode.

Displaying Adjusted Average Rates

The CLI automatically adjusts the Average Rate that you enter to ensure that the rate limiting calculation results in
a whole number of Credits. You can display the adjusted Average Rates that the CLI will use.
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Displaying Adjusted Rates for Inbound Rate Limiting

To display the adjusted rates for a specific range of Average Rates for inbound rate limiting, enter a command such

as the following:

Biglron# show rate-limit adjusted-rate inbound 2000000 3000000

On 10/100 ports:
Time interval:

Rate 2000000 to
Rate 2179488 to
Rate 2435898 to
Rate 2692308 to
Rate 2948718 to

On Gig ports:
Time interval:
Rate 2000000 to
Rate 2564103 to

640 * 0.0192 ms

2179487 (bits/sec)
2435897 (bits/sec)
2692307 (bits/sec)
2948717 (bits/sec)
3000000 (bits/sec)

will
will
will
will
will

13 * 0.0192 ms

2564102 (bits/sec)
3000000 (bits/sec)

wil
wil

be
be
be
be
be

1 be
1 be

mapped
mapped
mapped
mapped
mapped

mapped
mapped

to
to

2051328
2307840
2564352
2820608
3077120

2051328
3077120

(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)

(bits/sec)
(bits/sec)

This example shows the adjusted rates for Average Rates between 2000000 and 3000000 bps. The rates for 10/
100 Ethernet ports and Gigabit Ethernet ports are different and are listed separately.

Syntax: show rate-limit adjusted-rate inbound <start-rate> <end-rate>

The inbound parameter specifies that you want to display rates for inbound rate limiting. The adjusted rates for
inbound rate limiting and outbound rate limiting are not the same. To display rates for outbound rate limiting, use
the command in “Displaying Adjusted Rates for Outbound Rate Limiting“ below.

The <start-rate> <end-rate> parameter specifies the range of Average Rates for which you want to list the
adjusted rates. You can specify a range of up to 10000000 (10 million) bps. For example, you can specify
10000000 to 19999999, but not 10000000 to 20000000.

Displaying Adjusted Rates for Outbound Rate Limiting

To display the adjusted rates for a specific range of Average Rates for outbound rate limiting, enter a command

such as the following:

Biglron# show rate-limit adjusted-rate outbound gig-port 30000000 40000000

Time interval:

Rate
Rate
Rate
Rate
Rate
Rate
Rate
Rate
Rate
Rate
Rate
Rate
Rate

This command shows the adjusted rates between 30000000 and 40000000 bps for outbound rate limiting on a

30000000
30416666
31249998
32083331
32916666
33749998
34583331
35416667
36249998
37083331
37916667
38749998
39583331

to
to
to
to
to
to
to
to
to
to
to
to
to

Gigabit Ethernet port.

32 * 0.0192 ms

30416665
31249997
32083330
32916665
33749997
34583330
35416666
36249997
37083330
37916666
38749997
39583330
40000000

(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)

will
will
will
will
will
will
will
will
will
will
will
will
will

be
be
be
be
be
be
be
be
be
be
be
be
be

mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped
mapped

to
to
to
to
to
to
to
to
to
to
to
to
to

30000128
30833664
31666688
32500224
33333760
34166784
35000320
35833344
36666880
37500416
38333440
39166976
40000512

(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)
(bits/sec)

Syntax: show rate-limit adjusted-rate outbound gig-port | non-gig-port <start-rate> <end-rate>
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The outbound parameter specifies that you want to display rates for outbound rate limiting. The adjusted rates for
inbound rate limiting and outbound rate limiting are not the same. To display rates for inbound rate limiting, use
the command in “Displaying Adjusted Rates for Inbound Rate Limiting“ above.

The gig-port | non-gig-port parameter specifies the port type. The valid rates differ depending on the port type.

The <start-rate> <end-rate> parameter specifies the range of Average Rates for which you want to list the
adjusted rates. You can specify a range of up to 10000000 (10 million) bps. For example, you can specify
10000000 to 19999999, but not 10000000 to 20000000.

Fixed Rate Limiting

This release introduces Fixed Rate Limiting for outbound ports of devices with JetCore modules. This style of rate
limiting is in addition to the Fixed Rate Limiting introduced in software release 09.1.00 for inbound ports.

NOTE: Fixed Rate Limiting for inbound and outbound ports are supported on all JetCore modules running
software release 09.1.02, except for the following: J-24FX module and all 10-Gigabit Ethernet modules

Fixed Rate Limiting counts the number of bytes that a port receives in one second intervals. If the number of bytes
exceeds the maximum number you specify when you configured the rate, the inbound port drops all further
packets during the one-second interval.

Once the one-second interval is complete, the port clears the counter and re-enables traffic.

Figure 9.1 shows an example of how Fixed Rate Limiting works. In this example, a Fixed Rate Limiting policy is
applied to a port to limit the inbound traffic to 500000 bits (62500 bytes) a second. During the first two one-second
intervals, the port receives less than 500000 bits in each interval. However, the port receives more than 500000
bits during the third and fourth one-second intervals, and consequently drops the excess traffic.

Figure 9.1 Fixed Rate Limiting

The Fixed Rate Limiting policy
allows up to 500000 bits

(62500 bytes) of inbound traffic
during each one-second interval.

D Once the maximum rate is reached,
all additional traffic within the
one-second interval is dropped.

One-second One-second One-second One-second
interval interval interval interval
500000 bps (62500 bytes) |
Zero bps »
Beginning of
one-second

interval
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NOTE: The software counts the bytes by polling statistics counters for the port every 100 milliseconds, which
provides 10 readings each second. Due to the polling interval, the Fixed Rate Limiting policy has an accuracy of
within 10% of the port's line rate. It is therefore possible for the policy to sometimes allow more traffic than the limit
you specify, but the extra traffic is never more than 10% of the port's line rate.

Configuring Fixed Rate Limiting
To configure a fixed rate limiting policy, enter a command such as the following at the configuration level for a port:
Netlron(config-if-1/1)# rate-limit input fixed 100000000

This command restricts the number of bytes that port 1/1 receives to 100 Mbits per second. Additional bytes are
dropped.

You can also enter the following command:
Netlron(config-if-1/1)# rate-limit output fixed 100000000

This command restricts the number of bytes that port 1/1 sends to 100 Mbits per second. Additional bytes are
dropped.

Syntax: [no] rate-limit input | outbound fixed <rate>
The input | outbound parameter specifies whether the rate limit applies to inbound or outbound traffic on the port.

The <rate> parameter specifies the maximum rate for the port. Specify the rate in bits per second. You can
specify from 1 up to any number. There is no default.

Use the no parameter to remove the inbound or outbound rate limiting policy from the port.
Displaying Fixed Rate Limiting Information

To display configuration information and statistics for Fixed Rate Limiting, enter the following command at any level
of the CLI:

Netlron(config)# show rate-limit fixed

Total rate-limited interface count: 6.

Port Input rate RX Enforced Output rate TX Enforced
171 500000 3

2/1 1234567 100
2/2 2222222 3
2/3 1234567 15
2/4 1238888 12
2/5 1238888 7

Syntax: show rate-limit fixed

This display shows the following information.

Table 9.6: CLI Display of Fixed Rate Limiting Information

This Field... Displays...

Total rate-limited interface count The total number of ports that are configured for fixed rate limiting.

Port The port number.

Input rate The maximum rate allowed for inbound traffic. The rate is measured
in bits per second (bps).

9-16 © 2006 Foundry Networks, Inc. January 2006



Configuring JetCore Rate Limiting (JetCore)

Table 9.6: CLI Display of Fixed Rate Limiting Information (Continued)

This Field... Displays...

RX Enforced The number of one-second intervals in which the fixed rate limiting
policy has dropped traffic received on the port.

Output rate The maximum rate allowed for outbound traffic. The rate is measured
in bps.

TX Enforced The number of one-second intervals in which the fixed rate limiting

policy has dropped traffic queued to be sent on the port.

Once the command is entered and the statistics are displayed, the statistics are cleared for the ports in the report.

NOTE: Packets corresponding to the excess traffic are dropped due to the application of outbound fixed rate
limiting. These packets are accounted for in the WriteDrops counter of the hw be diagnostics command. It is
normal to see the WriteDrops counter increment when the outbound fixed rate limiting feature is in use. This
diagnostics display change is specific only to the Jetcore fixed rate limiting on outbound ports.

Clearing Rate Limiting Statistics

To reset the RX Enforced and TX Enforced values for a port, enter the following command:
Netlron(config)# clear statistics rate-counters

Syntax: clear statistics rate-counters

Entering a show rate-limit fixed command after clearing the rate limiting statistics, shows that the RX Enforced
and TX Enforced have been reset. For example:

Netlron(config)# show rate-limit fixed

Total rate-limited interface count: 6.

Port Input rate RX Enforced Output rate TX Enforced
1/1 500000 0]

2/1 1234567 3
2/2 2222222 0
2/3 1234567 2
2/4 1238888 1
2/5 1238888 0]
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Chapter 10
Configuring Rate Limiting on Netiron IMR 640

Rate Limiting on Netlron IMR 640 in Release 02.0.02

The Netlron IMR 640 provides line-rate rate limiting in hardware on inbound ports and outbound ports.

You can configure the Netlron IMR 640 to use one of the following modes of rate limiting policies:

Port-based — Limits the rate on an individual physical port to a specified rate. Only one inbound and one
outbound port-based rate limiting policy can be applied to a port. (Refer to “Configuring Port-Based Rate
Limiting For Inbound and Outbound Ports” on page 10-4.) These policies can be applied to inbound and
outbound traffic.

Port-and-priority-based — Limits the rate on an individual hardware forwarding queue on an individual physical
port. Only one port-and-priority-based rate limiting policy can be specified per priority queue for a port. (Refer
to “Configuring a Port and Priority-Based Rate Limiting Policy for Inbound and Outbound Ports” on page 10-
5.) These policies can be applied to inbound and outbound traffic.

Port-and-VLAN-based — Limits the rate of packets tagged with a specific VLAN on an individual physical port.
Only one rate can be specified for each VLAN. (Refer to “Configuring a Port-and-VLAN-Based Rate Limiting
Policy” on page 10-5.) Up to 1024 VLAN-based policies can be configured for a port under normal conditions
or 4096 policies if priority-based rate limiting is disabled as described in “Configuring for No Priority-Based
Rate Limiting” on page 10-8. These policies can be applied to inbound and outbound traffic.

VLAN group based — Limits the traffic for a group of VLANs. Members of a VLAN group share the specified
bandwidth defined in the rate limiting policy that has been applied to that group. (Refer to “Configuring a Port-
and-VLAN Group-Based Rate Limiting Policy” on page 10-6.) Up to 1024 VLAN Group-based policies can be
configured for a port under normal conditions or 4096 policies if priority-based rate limiting is disabled as
described in “Configuring for No Priority-Based Rate Limiting” on page 10-8. These policies can only be
applied to inbound traffic.

Port-and-ACL-based — Limits the rate of IP traffic on an individual physical port that matches the permit
conditions in IP Access Control Lists (ACLs). Layer-2 ACL-based rate-limiting is supported. You can use
standard or extended IP ACLs. Standard IP ACLs match traffic based on source IP address information.
Extended ACLs match traffic based on source and destination IP address and IP protocol information.
Extended ACLs for TCP and UDP also match on source and destination TCP or UDP addresses. and
protocol information. These policies can be applied to inbound and outbound traffic. Up to 1024 Port-and-
ACL-based policies can be configured for a port under normal conditions or 4096 policies if priority-based rate
limiting is disabled as described in “Configuring for No Priority-Based Rate Limiting” on page 10-8.

This release of Multi-Service IronWare supports applying rate limiting parameters directly to a port or creating a
policy map to define a set of rate limiting parameters and then applying that policy map to one or more ports. In
addition, the rate limiting parameters available from each of these options are different. The parameters used
when applying rate limiting parameters directly to a port reflect the Multi-Service IronWare features that were
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available before this release. These parameters and the information required to use them are described in
“Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The parameters used when applying rate limiting through use of a policy map reflect the rate limiting features that
have been added with this release. These parameters and the information required to use them are described in
“Applying Rate Limiting Parameters Using a Policy Map” on page 10-3.

Applying Rate Limiting Parameters Directly to a Port

When applying a rate limiting policy directly to a port, there are specific parameters that are applied to implement
the policy that are different than those used when using a policy map. This method was previously employed in the
Netlron IMR 640 router and the Netlron IMR 640 supports this mode in addition to the new mode supported using
a policy map. Using this method, a rate limiting policy specifies two parameters: average rate and maximum burst.
These parameters are used to configure credits and credit totals.

Average Rate

The Average Rate is the maximum number of bits a port is allowed to receive during a one-second interval. The
rate of the traffic that matches the rate limiting policy will not exceed the average rate.

The Average Rate represents a percentage of an interface's line rate (bandwidth), expressed in bits per second
(bps). It cannot be smaller than 53,328 bits per second (bps) and it cannot be larger than the port’s line rate.

Average Rate must be entered in multiples of 53,328 bps. If you enter a number that is not a multiple of 53,328,
the software adjusts the rate down to the lowest multiple of the number so that the calculation of credits does not
result in a remainder of a partial Credit. For example, if you enter 60,000 bps, the value will be adjusted to 53,328
bps. The adjusted rate is sometimes called the adjusted average rate.

Maximum Burst

Maximum burst provides a higher than average rate to traffic that meet the rate limiting criteria. Traffic will be
allowed to pass through the port for a short period of time. The unused bandwidth can be accumulated up to a
maximum of “maximum burst” value.

Credits and Credit Total

Each rate limiting policy is assigned a class. A class uses the average rate and maximum allowed burst in the rate
limit policy to calculate credits and credit totals.

Credit size is measured in bytes. A credit is a forwarding allowance for a rate-limited port, and is the smallest
number of bytes that can be allowed during a rate limiting interval. Minimum credit size can be 1 byte.

During a rate limiting interval, a port can send or receive only as many bytes as the port has Credits for. For
example, if an inbound rate limiting policy results in a port receiving two credits per rate limiting interval, the port
can send or receive a maximum of 2 bytes of data during that interval.

The credit size is calculated using the following algorithm:
Credit = (Average rate in bits per second)/(8*6666)

One second is divided into 10,000 intervals. In each interval, the number of bytes equal to the credit size is added
to the running total of the class. The running total of a class represents the number of bytes that can be allowed to
pass through without being subject to rate limiting.

The second parameter is the maximum credit total, which is also measured in bytes. The maximum credit total is
calculated using the following algorithm.

Maximum credit total = (Maximum burst in bits)/8

The running total can never exceed the maximum credit total. When packets arrive at the port, a class is assigned
to the packet based on the rate limiting policies. If the running total of the class is less than the size of the packet,
then the packet is dropped. Otherwise, the size of the packet is subtracted from the running total and the packet is
forwarded. If there is no traffic that matches rate limiting criteria, then the running total can grow up to the
maximum credit total.

10-2 © 2006 Foundry Networks, Inc. January 2006



Configuring Rate Limiting on Netlron IMR 640

Applying Rate Limiting Parameters Using a Policy Map

When using the rate limiting policies available from previous versions, the policy parameters are provided explicitly
for each port during port configuration. In this version, the policies must be defined using a policy map. The policy
map configuration ties a policy name to a set of rate limiting policies. The policy name is then applied to the port or
ports that you want to rate limit using the defined policy. This allows you to set a policy in a single location the
affects multiple ports and to make changes to that policy. Configuration of a policy map is described in
“Configuring a Policy Map” on page 10-4.

Within the policy map configuration, the parameters used to define rate limiting have been changed. When
configuring rate limiting within a policy map, these new parameters apply. With this release, rate limiting policy
determines the rate of inbound or outbound traffic (in bits per second or bps) that is allowed per port. This traffic is
initially rate limited by a Committed Information Rate (CIR) bucket. Traffic that is not accommodated in the CIR
bucket is then subject to the Excess Information Rate (EIR) bucket.

The CIR Bucket

The CIR rate limiting bucket is defined by two separate parameters: the CIR rate, and the Committed Burst Size
(CBS) rate. The CIR rate is the maximum number of bits a port is allowed to receive or send during a one-second
interval. The rate of the traffic that matches the rate limiting policy can not exceed the CIR rate. The CIR rate
represents a portion of an interface's line rate (bandwidth), expressed in bits per second (bps) and it cannot be
larger than the port’s line rate. CIR-defined traffic that does not use the CIR rate available to it accumulates credits
that it can use later in circumstances where it temporarily exceeds the CIR rate.

When traffic exceeds the bandwidth that has been reserved for it by the CIR rate defined in its policy, it becomes
subject to the CBS rate. The CBS rate provides a rate higher than the CIR rate to traffic that exceeded its CIR
rate. The bandwidth in the CBS rate is accumulated during periods of time when traffic that has been defined by a
policy does not use the full CIR rate available to it. Traffic is allowed to pass through the port for a short period of
time at the CBS rate.

When inbound or outbound traffic exceeds the bandwidth available for the defined CIR and CBS rates, it is either
dropped, or made subject to the conditions set in it EIR bucket.

The EIR Bucket

The EIR bucket provides an option for traffic that has exceeded the conditions set by policy for the CIR bucket. In
the EIR bucket, there are two parameters that define the traffic that is available: the Excess Information Rate (EIR)
and the Excess Burst Size (EBS) rate. The EIR and EBS operate exactly like the CIR and CBS except that they
only act upon traffic that has been passed to the EIR bucket because it could not be accommodated by the CIR
bucket. Like the CIR, the EIR provides an initial bandwidth allocation to accommodate inbound and outbound
traffic. If the bandwidth provided by the EIR is insufficient to accommodate the excess traffic, the defined EBS rate
provides for burst traffic. Like the CBS, the bandwidth available for burst traffic from the EBS is subject to the
amount of bandwidth that is accumulated during periods of time when traffic that has been allocated by the EIR
policy isn’t used.

In addition, to providing additional bandwidth for traffic that exceeds that available for the CIR bucket, traffic rate
limited by the EIR bucket can have its excess priority and excess dscp values changed. Using this option, priority
parameters are set following the EBS value that change the priority of traffic that is being rate limited using the EIR
bucket.

Configuration Considerations

*  Only one type of rate limiting policy can be applied on a physical port. For example, you cannot apply port-
and-ACL-based and port-based rate limiting policies on the same port.

*  When a port-and-VLAN-based rate limiting policy is applied to a port, all the ports controlled by the same
packet processor are rate limited for that VLAN. You cannot apply a port-and-VLAN-based rate limiting policy
on another port of the same packet processor for the same VLAN ID.

e Port-and-VLAN-based rate limiting can limit only tagged packets that match the VLAN ID specified in the
policy. Untagged packets are not subject to rate limiting.

* The maximum burst in a rate limit policy cannot be less than the average rate and cannot be more than the
port’s line rate.
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*  Control packets are not subject to rate limiting.

Configuring Rate Limiting on Netlron IMR 640 Devices

The following sections show examples of how to configure each rate limiting policy type.

Configuring a Policy Map
To configure a policy map:

NI IMR640 Router(config)# policy-map mapl cir 1000000 cbs 2000000 eir 1000000 ebs
2000000 excess-priority 1 excess-dscp 30

The command configures the rate limiting policy map map1 to limit CIR rate to 1000000 the CBS rate to 2000000,
the EIR rate to 1000000 and the EBS to 2000000. In addition, traffic that exceeds the bandwidth available in the
CIR bucket will have its packets priority queue set to 1 and its DSCP set to 30. This command only creates a
policy, it must be applied to one or more ports to be operational.

Syntax: [no] policy-map <map-name> cir <cir-rate> cbs <cbs-rate> [eir <eir-rate> ebs <ebs-rate> excess-priority
<priority-num> [excess-dscp <dscp-nums>]]

The map-name variable is the name you will use to reference the policy map in rate limit command. It can be a
character string up to 64 characters long.

The cir parameter defines the value of the Committed Information Rate (CIR) as the rate defined in the <cir-rate>
variable. Acceptable values are: 0 - 10000000000 bps in increments of 53,328 bps.

The cbs parameter defines the value of the Committed Burst Size (CBS) as the rate defined in the <cbs-rate>
variable. Acceptable values are: 1250 - 1250000000 bytes in increments of 1 byte.

The eir parameter defines the value of the Excess Information Rate (EIR) as the rate defined in the <eir-rate>
variable. Acceptable values are: 0 - 10000000000 bps in increments of 53,328 bps.

The ebs parameter defines the value of the Excess Burst Size (EBS) as the rate defined in the <ebs-rate>
variable. Acceptable values are: 1250 - 1250000000 bytes in increments of 1 byte.

The excess-priority parameter specifies that traffic whose bandwidth requirements exceeds what is available in
the CIR bucket and is sent to the EIR bucket will have its packets priority queue set to the value set in the <priority-
num> variable. Acceptable values for the <priority-num> are 0-3.

The excess-dscp parameter specifies that traffic whose bandwidth requirements exceeds what is available in the
CIR bucket and is sent to the EIR bucket will have its packets DSCP priority set to the value set in the <dscp-num>
variable. Acceptable values for the <dscp-num> are 0-63.

Configuring Port-Based Rate Limiting For Inbound and Outbound Ports

Port-based rate limiting limits the rate on an individual inbound or outbound physical port to a specified rate.

To configure port-based rate limiting policy for outbound ports, enter commands such as the following at the
interface level:

Netlron IMR 640(config)# interface ethernet 1/1
Netlron IMR 640(config-if-1/1)# rate-limit out 500000000 750000000

The commands configure a rate limiting policy for outbound traffic on port 1/1. The policy limits the average rate of
all outbound traffic to 500 Mbps with a maximum burst size of 750 Mbps.

To configure port based rate limiting policy through a policy map:

NI IMR640 Router(config)# interface ethernet 1/1
N1 IMR640 Router(config-if-1/1)# rate-limit input policy-map mapl

The commands configure a rate limiting policy for inbound traffic on port 1/1. The policy references the policy map
map1 for rate limiting policy parameters.
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The complete syntax for configuring a port-based rate limiting policy is:

Syntax: [no] rate-limit [in | out] [<average-rate> <maximum-burst> | policy-map <map-name>]
The input parameter applies the policy to traffic on inbound ports.

The output parameter applies the policy to traffic on outbound ports.

Only one inbound and one outbound port-based rate limiting policy can be applied to a port.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the lower multiple of 53,328 bps. Refer to the section
“Average Rate” on page 10-2 for more details. This command is only used when configuring rate limiting directly to
a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The <maximum-burst> parameter specifies the extra bits above the average-rate that traffic can have. Refer to the
section “Maximum Burst” on page 10-2 for more details. This command is only used when configuring rate limiting
directly to a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The policy-map parameter specifies the policy map named in the <policy-map> variable to be used to provide
parameters for rate limiting the port and VLAN specified. This command is only used when configuring rate limiting
to a port using a policy map as described in “Applying Rate Limiting Parameters Using a Policy Map” on page 10-
3.

Configuring a Port and Priority-Based Rate Limiting Policy for Inbound and
Outbound Ports

To configure port based rate limiting policy directly:

NI IMR640 Router(config)# interface ethernet 1/1
N1 IMR640 Router(config-if-1/1)# rate-limit input priority 2 500000000 750000000
Average rate is adjusted to 499639656 bits per second

The commands configure a rate limiting policy for inbound traffic on port 1/1. The policy limits the average rate of
all inbound traffic to 500 Mbps with a maximum burst size of 750 Mbps for packets with their priority queue set to
2.

Syntax: [no] rate-limit [input | output] priority <queue-num> [<average-rate> <maximum-burst> | policy-map
<map-name>]

The input parameter applies the policy to traffic on inbound ports.
The output parameter applies the policy to traffic on outbound ports.
Only one port-based rate limiting policy can be applied to a port.

The priority parameter specifies an 802.1p value in the <queue-num> variable that is used to identify packets that
will be rate limited by this command.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the nearest multiple of 515,624 bps. Refer to the section
“Average Rate” on page 10-2 for more details. This command is only used when configuring rate limiting directly
to a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The <maximum-burst> parameter specifies the extra Mbits above the average-rate that traffic can have. Refer to
the section “Maximum Burst” on page 10-2 for more details. This command is only used when configuring rate
limiting directly to a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The policy-map parameter specifies the policy map named in <map-names>. It is only used when configuring rate
limiting to a port using a policy map as described in “Applying Rate Limiting Parameters Using a Policy Map” on
page 10-3.

Configuring a Port-and-VLAN-Based Rate Limiting Policy

To configure a port-and-VLAN based rate limiting policy, enter commands such as the following:

NI IMR640 Router(config)# interface ethernet 1/1

January 2006 © 2006 Foundry Networks, Inc. 10-5



Foundry Enterprise Configuration and Management Guide

NI IMR640 Router(config-if-1/1)# rate-limit input vlan 10 500000000 750000000

NI IMR640 Router(config)# interface ethernet 1/2
NI IMR640 Router(config-if-1/2)# rate-limit output vlan 20 policy-map mapl

These commands configure two rate limiting policies that limit the average rate of all inbound traffic on port 1/1
with VLAN tag 10 and all outbound traffic on port 1/2 VLAN tag 20. The first policy limits packets with VLAN tag 10
to an average rate of 500 Mbps with a maximum burst size of 750 Mbits on port 1/1. The second policy limits
packets with VLAN tag 20 to values defined in policy map map1. Tagged packets belonging to VLANs other than
10 and 20 and untagged packets are not subject to rate limiting on these ports.

Syntax: [no] rate-limit [input | output] [priority <queue-num>] vlan-id <vlan-num> [<average-rate> <maximum-
burst> | policy-map <map-name> ]

The input parameter applies the policy to traffic on inbound ports.
The output parameter applies the policy to traffic on outbound ports.

The priority parameter specifies an 802.1p value in the <queue-num> variable that is used to identify packets that
will be rate limited by this command. This parameter is optional.

The vlan-id <vlan-number> parameter species the VLAN ID to which the policy applies. You can specify up to 10
port-and-VLAN-based rate limit policies on a port.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the nearest multiple of 53,328 bps. Refer to the section
“Average Rate” on page 10-2 for more details. This command is only used when configuring rate limiting directly to
a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The <maximum-burst> parameter specifies the extra Mbits above the average-rate that traffic can have. Refer to
the section “Maximum Burst” on page 10-2 for more details. This command is only used when configuring rate
limiting directly to a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The policy-map parameter specifies the policy map named in the <policy-map> variable to be used to provide
parameters for rate limiting the port and VLAN specified. This command is only used when configuring rate limiting
to a port using a policy map as described in “Applying Rate Limiting Parameters Using a Policy Map” on page 10-
3.

Configuring a Port-and-VLAN Group-Based Rate Limiting Policy

A rate limiting policy can be applied to a VLAN group. VLANSs that are members of a VLAN group share the
specified bandwidth defined in the rate limiting policy applied to that group.

To configure a rate limiting policy for a VLAN group, do the following:
1. Define the VLANSs that you want to place in a rate limiting VLAN group.

2. Define a rate limiting VLAN group. This VLAN group is specific to the rate limiting feature. Enter commands
such as the following:

NI IMR640 Router(config)# rl-vlan-group 10
NI IMR640 Router(config-vlan-rate-group)# vlan 3 5 to 7 10

The commands assign VLANs 3, 5,6, 7, and 10 to rate limiting VLAN group 10.
Syntax: [no] rl-vlan-group <vlan-group-number>
Syntax: [no] vlan <vlan-number> [to <vlan-number]

The rl-vlan-group command takes you to the VLAN group rate limiting level. Enter the ID of the VLAN group
that you want to create or update by entering a value for <vlan-group-number>.

Use the vlan command to assign or remove VLANS to the rate limiting VLAN group. You can enter the
individual VLAN IDs or a range of VLAN IDs.

3. Create a policy for the VLAN group and apply it to the interface you want. Enter commands such as the
following:
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NI IMR640 Router(config)# interface ethernet 1/1
NI IMR640 Router(config-if-1/1)# rate-limit input group 10 500000000 750000000

These commands configure a rate limiting policy that limits the average rate of all inbound traffic on port 1/1 from
VLAN group 10. This policy limits packets from VILAN group 10 to an average rate of 500 Mbps with a maximum
burst size of 750 Mbits on port 1/1.

Port and VLAN Group based rate limiting is only available for inbound ports.

Syntax: [no] rate-limit input group <vlan-group-id> [priority <queue-num>] [<average-rate> <maximum-burst> |
policy-map <map-name> ]

The <vlan-group-id> parameter specifies the VLAN GrouplD to which the policy applies.

The priority parameter specifies an 802.1p value in the <queue-num> variable that is used to identify packets that
will be rate limited by this command. This parameter is optional.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the nearest multiple of 53,328 bps. Refer to the section
“Average Rate” on page 10-2 for more details. This command is only used when configuring rate limiting directly to
a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The <maximum-burst> parameter specifies the extra Mbits above the average-rate that traffic can have. Refer to
the section “Maximum Burst” on page 10-2 for more details. This command is only used when configuring rate
limiting directly to a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2.

The policy-map parameter specifies the policy map named in <map-names>. It is only used when configuring rate
limiting to a port using a policy map as described in “Applying Rate Limiting Parameters Using a Policy Map” on
page 10-3.

Configuring a Port-and-ACL-Based Rate Limiting Policy

You can use standard or extended IP ACLs for port-and-ACL-based rate limiting.
e Standard IP ACLs match traffic based on source IP address information.

e Extended ACLs match traffic based on source and destination IP addresses and IP protocol information.
Extended ACLs for TCP and UDP protocol must also match on source and destination IP addresses and TCP
or UDP protocol information.

*  You can apply an ACL ID to a port-and-ACL-based rate limiting policy even before you define the ACL. The
rate limiting policy does not take effect until the ACL is defined.

e |tis not necessary to remove an ACL from a port-and-ACL-based rate limiting policy before deleting the ACL.
e Layer-2 ACL rate limiting is supported.

Port-and-ACL-based rate limiting is supported for traffic on inbound and outbound ports. To configure port-and-
ACL-based rate limiting policies, enter commands such as the following:

NI IMR640 Router(config)#access-list 50 permit host 1.1.1.2

NI IMR640 Router(config)#access-list 50 deny host 1.1.1.3

NI IMR640 Router(config)#access-list 60 permit host 2.2.2.3

NI IMR640 Router(config-if-1/1)# rate-limit input access-group 50 priority ql
500000000 750000000

NI IMR640 Router(config-if-1/1)# rate-limit input access-group 60 100000000
200000000

These commands first configure access-list groups that contain the ACLs that will be used in the rate limiting
policy. Use the permit condition for traffic that will be rate limited. Traffic that match the deny condition are not
subject to rate limiting.

Next, the commands configure two rate limiting policies on port 1/1. The policies limit the average rate of all
inbound IP traffic that match the permit rules of ACLs 50 and 60. The first policy limits the rate of all permitted IP
traffic with a priority queue value of g1 from host 1.1.1.2 to an average rate of 500 Mbps with a maximum burst
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size of 750 Mbits. Rate of all traffic from host 1.1.1.3 is not subject to rate limiting since it is denied by ACL 50; it is
merely forwarded on the port.

The second policy limits the rate of all IP traffic from host 2.2.2.3 to an average rate of 100 Mbps with a maximum
burst size of 200 Mbits.

All IP traffic that does not match ACLs 50 and 60 are not subject to rate limiting.

Syntax: [no] rate-limit [input | output] [vrf <vrf-name>] access-group <group-numbers> [priority <queue-num>] [
<average-rate> <maximum-burst> | policy-map <map-name> ]

The input parameter applies the policy to traffic on inbound ports.
The output parameter applies the policy to traffic on outbound ports.

The VRF parameter specifies that the access-group will only apply to traffic within the VRF whose name is
specified in the <vrf-name> variable. This feature is only supported on inbound traffic with Layer-3 ACLs.

The access-group, group-number> parameter specifies the group number to which the ACLs used in the policy
belong.

NOTE: An ACL must exist in the configuration before it can take effect in a rate limiting policy.

You can specify up to 10 ACL-based rate limiting policies on a port.

The priority parameter specifies a priority queue value in the <queue-num> variable that is used to identify
packets that will be rate limited by this command. The possible values for this parameter are: q0, q1, g2, or g3.
Multiple queues can be specified. This parameter is optional.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the nearest multiple of 515,624 bps. Refer to the section
“Average Rate” on page 10-2 for more details. This command is only used when configuring rate limiting directly to
a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2

The <maximum-burst> parameter specifies the extra Mbits above the average-rate that traffic can have. Refer to
the section “Maximum Burst” on page 10-2 for more details. This command is only used when configuring rate
limiting directly to a port as described in “Applying Rate Limiting Parameters Directly to a Port” on page 10-2

The policy-map parameter specifies the policy map named in <map-names>. It is only used when configuring rate
limiting to a port using a policy map as described in “Applying Rate Limiting Parameters Using a Policy Map” on
page 10-3.

Configuring for No Priority-Based Rate Limiting

By default, up to 1024 different rate limiting policies can be applied to a single 10 GB Ethernet port. This combined
with the 4 priorities utilizes 4096 rate limiting classes. You can configure a system-wide policy so that up to 4096
individual rate limiting policies can be applied to a single 10 GB Ethernet port.

To configure a Netlron IMR 640 to not allow priority-based rate limiting, enter commands such as the following at
the interface level:

NI IMR640 Router(config)# qos-policy
NI IMR640 Router(qos-policy)# no rate-limit internal-priority-based

Syntax: [no] rate-limit internal-priority-based

If this command is implemented, the number of different rate limiting policies that can be applied to a single port is
increased from 1024 to 4096.

Configuring Egress Priority Merging

In some cases, policies such as ACL and rate limiting may reduce the 802.1p priority status of packets as they
leave the router. One such case could be packets that exceed the configured CIR. If you want to preserve the
incoming 802.1p priority, enter commands such as the following at the interface level:

NI IMR640 Router(config)# qos-policy
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NI IMR640 Router(qos-policy)# merge-egress-priorities
Syntax: merge-egress-priorities

Displaying Rate Limiting Policies
Use one of the following commands to view the rate limiting policies that have been configured:
* show rate-limit counters — Displays accounting information for rate limit usage.
e show rate-limit group — Displays the VLANs that are in the specified group.
* show rate-limit — Displays rate limiting policies implemented per interface.

* show policy-map — Displays rate limiting policies implemented in the configured policy maps.

Displaying Accounting Information for Rate Limit Usage
To display accounting information for rate limit usage, enter the following command:’

NI IMR640 Router# show rate-limit counters

Syntax: show rate-limit counters [interface slot/port]

The interface slot/port option allows you to get accounting information for a specified interface only.
Output such as the following will display

NI IMR640 Router# show rate-limit counters
interface e 1/1
rate-limit input 959904 2000000

Fwd: 10000 Drop: 1000 bytes
Re-mark: 0 Total: 11000 bytes
rate-limit output 2986368 2000000

Fwd: 20000 Drop: 2340 bytes
Re-mark: 0 Total: 22340 bytes

interface e 1/2
rate-limit input vlan-id 3 policy-map pmapl

Fwd: 10200 Drop: 2350 bytes
Re-mark: 100 Total: 12450 bytes
rate-limit input vlan-id 5 priority g2 policy-map pmap2
Fwd: 10000 Drop: 500 bytes

Re-mark: 700 Total: 11200 bytes

This display shows the following information.

Table 10.1: Rate Limit Counters Parameters

This Field... Displays...

Interface The interface that rate limit accounting information is being displayed
for.

rate-limit input A rate limit configuration that defines rate limit policy for inbound traffic

on the defined interface.

rate-limit output A rate limit configuration that defines rate limit policy for outbound
traffic on the defined interface.
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Table 10.1: Rate Limit Counters Parameters (Continued)

This Field... Displays...

Fwd The traffic in bytes that has been forwarded from this interface as a
result of this rate limit policy since the router was started up or the
counter has been reset.

Drop The traffic in bytes that has been dropped from this interface as a
result of the defined rate limit policy since the router was started up or
the counter has been reset.

Re-mark The number of packets whose priority have been remarked as a result
of exceeding the bandwidth available in the CIR bucket for this rate
limit policy.

Total The total traffic in bytes that has been carried on this interface for the

defined rate limit policy since the router was started up or the counter
has been reset.

Resetting the Rate Limit Counters
You can reset all of the rate limit counters using the following command:

NI IMR640 Router# clear rate-limit counters
Syntax: clear rate-limit counters [interface]

The interface variable specifies an interface that you want to clear the rate limit counters for. If you do not specify
an interface, all rate limit counters on the router will be reset.

Displaying Information about rate limit VLAN groups
To display information about rate limit VLAN groups, enter the following command:’

NI IMR640 Router# show rate-limit group
Syntax: show rate-limit group
Output such as the following will display

rl-vlan-group 1
vlan 10 to 15

This display shows the following information.

Table 10.2: Rate Limit VLAN Group Parameters

This Field... Displays...
rl-vlan-group The VLAN group whose contents are displayed.
vlan VLANS contained in the VLAN group specified.

Displaying Rate Limit Policies per Interface
To display information about rate limit policies that are configured per interface, enter the following command:’

NI IMR640 Router# show rate-limit
Syntax: show rate-limit

Output such as the following will display
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NI IMR640 Router(config-if-e10000-1/1)#show rate-limit

interface e 1/1
rate-limit input 959904 2000000
rate-limit output 2986368 2000000

This display shows the following information.

Table 10.3: Rate Limit Interface Parameters

This Field... Displays...

rate-limit input The average-rate and maximum burst rate configured for inbound
traffic on the specified interface.

rate-limit output The average-rate and maximum burst rate configured for outbound
traffic on the specified interface.

Displaying Rate Limit Policies Configured in Policy Maps
To display information about rate limit policy maps, enter the following command:’
NI IMR640 Router# show policy-map

Syntax: show policy-map [map-name]

The <map-name> variable limits the display of policy map configuration information to the map specified. If this
variable is not used, configuration information will be displayed for all policy maps configured on the router.

Output such as the following will display

NI IMR640 Router(config-policymap pmapl)#show policy-map

policy-map pmapl
cir 106656 bps cbs 24000 bytes
eir 53328 bps ebs 20000 bytes
excess-priority 2 excess-dscp 43

policy-map pmap2
cir 106656 bps cbs 24000 bytes

eir 53328 bps ebs 30000 bytes
excess-priority 1 excess-dscp 30

This display shows the following information.

Table 10.4: Rate Limit Policy Map Parameters

This Field... Displays...
policy-map The name of the policy map whose configuration is being displayed
cir The value of the Committed Information Rate (CIR) configured for this

policy map. Possible values are: 1 - 10000000000 bps.

cbs The value of the Committed Burst Size (CBS) configured for this policy
map. Possible values are: 1250 - 1250000000 bytes.

eir The value of the Excess Information Rate (EIR) configured for this policy
map. Possible values are: 1 - 10000000000 bps.
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Table 10.4: Rate Limit Policy Map Parameters (Continued)

This Field... Displays...

ebs The value of the Excess Burst Size (EBS) configured for this policy map.
Possible values are: 1250 - 1250000000 bytes.

excess-priority The priority queue that traffic whose bandwidth requirements exceeds
what is available in the CIR bucket and is sent to the EIR bucket is set to.
Possible values are 0-3.

excess-dscp The priority queue that traffic whose bandwidth requirements exceeds
what is available in the CIR bucket and is sent to the EIR bucket is set to.
Possible values are 0-63
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Chapter 11
Configuring Rate Limiting on Other Foundry Devices

This chapter describes how to configure rate limiting on Foundry devices that do not have IronCore or JetCore
modules.

NOTE: To configure rate limiting on an IronCore module, see “Configuring IronClad Rate Limiting (IronCore)” on
page 8-1. To configure rate limiting on a JetCore Chassis device or the Fastlron 4802, see “Configuring JetCore
Rate Limiting (JetCore)” on page 9-1.

Fixed Rate Limiting on a Fastlron Edge Switch (FES)

Software release 03.1.00 and later for the Fastlron Edge Switch (FES) supports fixed rate limiting for inbound
traffic, on individual ports. The fixed rate limiting is at line rate and occurs in hardware. Fixed rate limiting allows
you to specify the maximum number of bits per second (bps) a port can receive. The port drops all traffic that
exceeds the specified bps within a given one-second interval. Fixed rate limiting applies to all traffic on the rate
limited port.

The rate you specify applies to each one-second interval. All traffic that exceeds the specified rate within a one-
second interval is dropped. Unused bandwidth is not carried over from one interval to the next.

Configuring Rate Limiting
To configure rate limiting on a port, enter commands such as the following:

FES4802 Router(config)# interface ethernet 48
FES4802 Router(config-if-el00-48)# rate input fixed 10000000

These commands limit the average rate for inbound traffic on port 48 to 10,000,000 bps.
Syntax: [no] rate input fixed <average-rate> [ payload-only ]

The <average-rate> parameter specifies the number of bits per second (bps) the port can receive. The minimum
rate that can be configured is 240,000 bps.

By default, rate limiting is optimized for packets that are 256 bytes in size. This packet size includes 14 bytes of
Layer 2 header (Ethernet Il untagged) and 4 bytes of Layer 2 CRC.
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To optimize rate limiting for all packet sizes, use the payload-only parameter. If this parameter is specified, then
the system excludes Layer 2 header and Layer 2 checksum (CRC) from the calculations, and the rate is accurate
for all packet sizes and Layer 2 overhead (Layer 2 header + CRC). Layer 2 overhead for different encapsulations
is as follows:

e Untagged Ethernet-ll — 18 bytes

* Tagged Ethernet-ll — 22 bytes

* LLC over Untagged Ethernet-Il — 21 bytes

e LLC over Tagged Ethernet-Il — 25 bytes

* LLC/SNAP over Untagged Ethernet-Il — 26 bytes
e LLC/SNAP over Tagged Ethernet-1l — 30 bytes

Displaying the Fixed Rate Limiting Configuration

To display the fixed rate limiting configuration on the device, enter the following command:

FES4802 Switch(config-if-el00-21)#show rate-limit fixed
Total rate-limited interface count: 11.

Port Configured Input Rate Actual Input Rate Mode
1 1000000 1000000 Payload-Only
3 10000000 10005000 Default
7 10000000 10000000 Payload-Only
9 7500000 7502000 Payload-Only

11 8000000 7999000 Default
12 8000000 7999000 Default
13 8000000 7999000 Default
14 8000000 7999000 Default
15 8000000 7999000 Default
21 8000000 8000000 Payload-Only
25 7500000 7502000 Default

Syntax: show rate-limit fixed

The command lists the number of ports on which fixed rate limiting is configured, then provides the following
information for each of the ports:

* The Configured Input Rate is the rate requested in the configuration.
* The Actual Input Rate is the rate provided by the hardware for the request.

* Mode will indicate if the payload-only option has been specified.

Rate Limiting on Terathon Devices

Terathon devices running Terathon software release 01.1.00 supports rate limiting. It provides line-rate rate limiting
in hardware on inbound ports.

You can configure the Terathon device to use one of the following modes of rate limiting policies:

e Port-based for inbound and outbound ports— Limits the rate of inbound and outbound traffic on an individual
physical port to a specified rate. Only one port-based inbound and outbound rate limiting policy can be
applied to a port. (Refer to “Configuring Port-Based Rate Limiting For Inbound and Outbound Ports” on
page 11-5.)

e Port-and-priority-based — Limits the rate on an individual hardware forwarding queue on an individual physical
port. Only one port-and-priority-based rate limiting policy can be specified per priority queue for a port. This
means that a maximum of four port-and-priority-based policies can be configured on a port. (Refer to
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“Configuring a Port-and-Priority-Based Rate Limiting Policy” on page 11-6.)

* Port-and-VLAN-based — Limits the rate of packets tagged with a specific VLAN on an individual physical port.
Only one rate can be specified for each VLAN. Up to 10 VLAN-based policies can be configured for a port.
(Refer to “Configuring a Port-and-VLAN-Based Rate Limiting Policy” on page 11-6.)

* Port-and-ACL-based — Limits the rate of IP traffic on an individual physical port that matches the permit
conditions in IP Access Control Lists (ACLs). You can use standard or extended IP ACLs. Standard IP ACLs
match traffic based on source IP address information. Extended ACLs match traffic based on source and
destination IP address and IP protocol information. Extended ACLs for TCP and UDP also match on source
and destination TCP or UDP addresses. and protocol information. (Refer to “Configuring a Port-and-ACL-
Based Rate Limiting Policy” on page 11-8.)

Software Release 02.1.00 adds the following enhancements to the rate limiting feature:

e Port-based for outbound ports — Limits the rate of outbound traffic on an individual physical port to a specified
rate. Only one port-based outbound rate limiting policy can be applied to a port. (Refer to “Configuring Port-
Based Rate Limiting For Inbound and Outbound Ports” on page 11-5.)

* Port-and-Layer 2 ACL-based — Limits the rate of traffic on an individual physical port that matches the permit
conditions a Layer 2 ACL. (Refer to “Configuring Port-and-Layer 2 ACL-Based Rate Limiting” on page 11-9.)

*  VLAN-and-priority based — Limits traffic on a physical port that is a member of a specified VLAN and has
been assigned to specified forwarding queues. (Refer to “Configuring VLAN-and-Priority-Based Rate
Limiting” on page 11-6.)

e VLAN group based — Limits the traffic for a group of VLANs. Members of a VLAN group share the specified
bandwidth defined in the rate limiting policy that has been applied to that group. (Refer to “Configuring VLAN
Group Based Rate Limiting” on page 11-7.)

* Port-and-IPV6 ACL-based — Limits the rate of traffic on an individual physical port that matches the permit
conditions of IPV6 ACL. These policies can be applied to inbound traffic only. (Refer to “Configuring Port-and-
IPv6 ACL-Based Rate Limiting” on page 11-10.)

*  Filtering traffic denied by a rate limiting ACL — Drops traffic that matched an ACL deny filter in a port-and-ACL
based rate limiting policy. (Refer to “Filtering Traffic Denied by a Rate Limiting ACL’ on page 11-10.)

* New command to display rate limiting policies — Displays rate limiting policies that have been configured for a
device, an interface, or a VLAN group. (Refer to “Displaying Rate Limiting Policies” on page 11-10 and
“Displaying Rate Limit VLAN Groups” on page 11-12.)

This section presents all the rate limiting policies available on Terathon devices. Except for port-based rate limiting
policies, all rate limiting policy types can be applied only to inbound ports.

Rate Limiting Parameters and Algorithm

A rate limiting policy specifies two parameters: average rate and maximum burst. These parameters are used to
configure credits and credit totals.

Average Rate

The Average Rate is the maximum number of bits a port is allowed to receive during a one-second interval. The
rate of the traffic that matches the rate limiting policy will not exceed the average rate.

The Average Rate represents a percentage of an interface's line rate (bandwidth), expressed in bits per second
(bps). It cannot be smaller than 515,624 bits per second (bps) and it cannot be larger than the port’s line rate.

Average Rate must be entered in multiples of 515,624 bps. If you enter a number that is not a multiple of 515,624,
the software adjusts the rate down to the lowest multiple of the number so that the calculation of credits does not
result in a remainder of a partial Credit. For example, if you enter 600,000 bps, the value will be adjusted to
515,624 bps. The adjusted rate is sometimes called the adjusted average rate.

Maximum Burst

Maximum burst provides a higher than average rate to traffic that meet the rate limiting criteria. When the traffic on
the port is less than the specified average rate, the rate limiting policy can accumulate credits up to a maximum, as
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specified in the maximum burst value. The accumulated credit allows traffic to pass through the port for a short
period of time, at a rate higher than the average rate. The time period is determined by the amount of credit
accumulated and the rate of traffic passing through the port.

The maximum burst rate cannot be smaller than 65536 bits.
Credits and Credit Total

Each rate limiting policy is assigned a class. A class uses the average rate and maximum allowed burst in the rate
limiting policy to calculate credits and credit totals.

Credit size is measured in bytes. A credit is a forwarding allowance for a rate-limited port, and is the smallest
number of bytes that can be allowed during a rate limiting interval. The minimum credit size can be 1 byte.

During a rate limiting interval, a port can send or receive only as many bytes as the port has Credits for. For
example, if an inbound rate limiting policy results in a port receiving two credits per rate limiting interval, the port
can send or receive a maximum of 2 bytes of data during that interval.

The credit size is calculated using the following algorithm:
Credit = (Average rate in bits per second)/(8*64453)

One second is divided into 64,453 intervals. In each interval, the number of bytes equal to the credit size is added
to the running total of the class. The running total of a class represents the number of bytes that can be allowed to
pass through without being subject to rate limiting.

The second parameter is the maximum credit total, which is also measured in bytes. The maximum credit total is
calculated using the following algorithm.

Maximum credit total = (Maximum burst in bits)/8

The running total can never exceed the maximum credit total. When packets arrive at the port, a class is assigned
to the packet, based on the rate limiting policies. If the running total of the class is less than the size of the packet,
then the packet is dropped. Otherwise, the size of the packet is subtracted from the running total and the packet is
forwarded. If there is no traffic that matches rate limiting criteria, then the running total can increase until it reaches
the maximum credit total.

Configuration Considerations

e  Except for port-based rate limiting policies, all rate limiting policy types can be applied only to inbound ports
on Terathon devices.

e Only one type of inbound rate limiting policy can be applied on a physical port. For example, you cannot apply
inbound port-and-ACL-based and inbound port-based rate limiting policies on the same port.

e Outbound port-based rate limiting policy can be combined with any type of inbound rate limiting policy.

*  When a port-and-VLAN-based rate limiting policy is applied to a port, all the ports controlled by the same
packet processor are rate limited for that VLAN. You cannot apply a port-and-VLAN-based rate limiting policy
on another port of the same packet processor for the same VLAN ID.

* Any VLAN-based rate limiting can limit only tagged packets that match the VLAN ID specified in the policy.
Untagged packets are not subject to rate limiting.

* The average rate in a rate limiting policy cannot be less than 515,624 bits per second, must be in multiples of
515,624, and cannot be more than the port’s line rate.

e The maximum burst in a rate limit policy can be less than the average rate, but cannot be less than 65536 bits
and cannot be more than the port’s line rate.

e Control packets are not subject to rate limiting.

*  You cannot apply Layer4 ACL-based rate limiting policy on a physical port that is a member of a virtual routing
interface.

*  You cannot create a trunk if any of the physical ports that are members of the trunk has a rate limiting policy.

*  You cannot apply a Layer 2 ACL-based rate limit policy and a Layer 4 ACL-based rate limit policy on a port at
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the same time.
e A lLayer 4 ACL-based rate limiting policy applies only to Layer 3 traffic.

e The total number of source MAC-and-VLAN based, any ACL-based, and any VLAN-based rate limiting
policies on ports controlled by the same packet processor cannot exceed:

o 126 on a 4 x 10G Interface module
o 117 on a 40 x 1G Interface module
e 107 on a 60 x 1G Interface module

e For any type of priority based rate limiting policy on a port: If the rates of the policies are the same, then the
priorities are combined into one group. For example:

Biglron MG8 (config-if-1/1)#rate-limit in priority gl 500000000 750000000
Biglron MG8 (config-if-1/1)#rate-limit in priority g2 500000000 750000000

These two policies will be combined and displayed as one policy:
Biglron MG8 (config-if-1/1)#rate-limit in priority gl g2 500000000 750000000

All the traffic for hardware forwarding queues g1 and g2 will be rate limited individually to an average rate of
500Mbps with a maximum burst size of 750Mbits, even if the queues are combined into one policy.

e Certain features such as FDP, CDP, UDLD and LACP that make the port run in dual mode can cause traffic to
be rate limited to less than the expected average rate. When the port is in dual mode, all incoming or outgoing
packets are treated as tagged. An extra 4 bytes is added to the length of the packet to account for the tag,
thus causing the average rate to be less than the expected average rate. Ports in dual mode are assumed to
be tagged ports for rate limiting purpose.

Configuring Rate Limiting on Terathon Devices
The following sections show examples of how to configure each rate limiting policy type.
Configuring Port-Based Rate Limiting For Inbound and Outbound Ports

Biglron MG8 and Netlron 40G software release 01.1.00 introduced rate limiting features for inbound ports.
Software release 02.1.00 adds port-based rate limiting to outbound ports.

Port-based rate limiting limits the rate on an individual physical port to a specified rate.

To configure port-based rate limiting policy for outbound ports, enter commands such as the following at the
interface level:

Biglron MG8(config)# interface ethernet 1/1
Biglron MG8(config-if-1/1)# rate-limit out 500000000 750000000
Average rate is adjusted to 499639656 bits per second

The commands configure a rate limiting policy for outbound traffic on port 1/1. The policy limits the average rate of
all outbound traffic to 500 Mbps with a maximum burst size of 750 Mbps.

The complete syntax for configuring a port-based rate limiting policy is:

Syntax: [no] rate-limit in | out <average-rate> <maximum-burst>

The in parameter applies the policy to traffic on inbound ports, while out applies to outbound ports.
Only one inbound and one outbound port-based rate limiting policy can be applied to a port.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the lower multiple of 515,624 bps. Refer to the section
“Average Rate” on page 11-3 for more details.

The <maximum-burst> parameter specifies the extra bits above the average-rate that traffic can have. Refer to the
section “Maximum Burst” on page 11-3 for more details.
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Configuring a Port-and-Priority-Based Rate Limiting Policy
To configure port-and-priority based rate limiting policy:

Biglron MG8(config)# interface ethernet 1/1
Biglron MG8(config-if-1/1)# rate-limit in priority q0 g2 500000000 750000000
Average rate is adjusted to 499639656 bits per second

These commands configure a rate limiting policy for inbound port 1/1 that limits the average rate of all inbound
traffic for hardware forwarding queues g0 and g2. Traffic on each hardware forwarding queue is limited to an
average rate of 500 Mbps with a maximum burst size of 750 Mbits.

Syntax: [no] rate-limit in priority q0 | g1 | g2 | g3 <average-rate> <maximum-burst>
The in parameter applies the policy to traffic on inbound ports.

The priority q0 |1 q1 1 q2 | q3 parameter specifies the hardware forwarding queue to which the policy applies. The
device prioritizes the queues from q0 (normal priority) to g3 (highest priority). Only one rate can be specified per
priority queue for a port.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the lower multiple of 515,624 bps. Refer to the section
“Average Rate” on page 11-3 for more details.

The <maximum-burst> parameter specifies the extra bits above the average-rate that traffic can have. Refer to the
section “Maximum Burst” on page 11-3 for more details.

Configuring a Port-and-VLAN-Based Rate Limiting Policy
To configure a port-and-VLAN based rate limiting policy, enter commands such as the following:

Biglron MG8(config)# interface ethernet 1/1

Biglron MG8(config-if-1/1)# rate-limit in vlan 10 500000000 750000000
Average rate is adjusted to 499639656 bits per second

Biglron MG8(config-if-1/1)# rate-limit in vlan 20 100000000 200000000
Average rate is adjusted to 99515432 bits per second

These commands configure two rate limiting policies that limit the average rate of all inbound traffic on port 1/1
with VLAN tag 10 and 20. The first policy limits packets with VLAN tag 10 to an average rate of 500 Mbps with a
maximum burst size of 750 bits. The second policy limits packets with VLAN tag 20 to an average rate of 100
Mbps with a maximum burst size of 200 Mbits. Tagged packets belonging to VLANs other than 10 and 20 and
untagged packets are not subject to rate limiting.

Syntax: [no] rate-limit in vlan <vlan-number> <average-rate> <maximum-burst>
The in parameter applies the policy to traffic on inbound ports.

The vlan <vlan-number> parameter species the VLAN ID to which the policy applies. Refer to “Configuration
Considerations” on page 11-4 to determine the number of rate limiting policies that can be configured on a device.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the lower multiple of 515,624 bps. Refer to the section
“Average Rate” on page 11-3 for more details.

The <maximum-burst> parameter specifies the extra bits above the average-rate that traffic can have. Refer to the
section “Maximum Burst” on page 11-3 for more details.

Configuring VLAN-and-Priority-Based Rate Limiting

VLAN-and-priority based rate limiting limits traffic on a physical port that is a member of a specified VLAN and has
been assigned to specified forwarding queues. For example, you can configure a rate limiting policy for inbound
traffic on port 1/1. The policy limits the average rate of all inbound packets with VLAN tag 10 destined for hardware
forwarding queues g0 and g2 to an average rate of 500Mbps for each queue with a maximum burst size of 750
Mbits for each queue. Enter commands such as the following:

Biglron MG8(config)# interface ethernet 1/1
Biglron MG8(config-if-1/1)# rate-limit in vlan 10 pri g0 g2 500000000 750000000
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Syntax: [no] rate-limit in vlan <number> priority <queue> <average-rate> <maximum-burst>
The in parameter applies the policy to traffic on inbound ports.
Enter the VLAN ID for the vlan <number> parameter.

The priority q0 | g1 | g2 | q3 parameter specifies the hardware forwarding queue to which the policy applies. The
device prioritizes the queues from q0 (normal priority) to g3 (highest priority).

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval. The
software automatically adjusts the number you enter to the lower multiple of 515,624 bps. Refer to the section
“Average Rate” on page 11-3 for more details.

The <maximum-burst> parameter specifies the extra bits above the average-rate that traffic can have. Refer to the
section “Maximum Burst” on page 11-3 for more details.

Configuring VLAN Group Based Rate Limiting

A rate limiting policy can be applied to a VLAN group. VLANSs that are members of a VLAN group share the
specified bandwidth defined in the rate limiting policy applied to that group.

To configure a rate limiting policy for a VLAN group, do the following:
1. Define the VLANSs that you want to place in a rate limiting VLAN group.

2. Define a rate limiting VLAN group. This VLAN group is specific to the rate limiting feature. Enter commands
such as the following:

Biglron MG8(config)# rl-vlan-group 10
Biglron MG8(config-vlan-rate-group)# vlan 3 5 to 7 10
Biglron MG8(config-vlan-rate-group)# exit

The commands assign VLANs 3, 5,6, 7, and 10 to rate limiting VLAN group 10.
Syntax: [no] rl-vlan-group <vlan-group-number>
Syntax: [no] vlan <vlan-number> [to <vlan-number]

The rl-vlan-group command takes you to the VLAN group rate limiting level. Enter the ID of the VLAN group
that you want to create or update by entering a value for <vlan-group-number>.

Use the vlan command to assign or remove VLANS to the rate limiting VLAN group. You can enter the
individual VLAN IDs or a range of VLAN IDs.

3. Create a policy for the VLAN group and apply it to the interface you want. Enter commands such as the
following:

Biglron MG8(config)# int e 1/1
Biglron MG8(config-if-1/1)# rate-limit in group 10 500000000 750000000

The command applies the rate limiting policy for rate limiting VLAN group 10 on port 1/1. This policy limits all
traffic tagged with VLANSs 3, 5, 6, 7, or 10 to an average rate of 500 Mbps with a maximum burst size of 750
Mbits.

Syntax: rate-limit in group <group-number> <average-rate> <maximum-burst>
The in parameter indicates that the policy is for incoming traffic.
Enter the rate limiting VLAN group ID for the group <group-number> parameter.

The <average-rate> parameter specifies the maximum rate allowed on a port during a one-second interval.
The software automatically adjusts the number you enter to the lower multiple of 515,624 bps. Refer to the
section “Average Rate” on page 11-3 for more details.

The <maximum-burst> parameter specifies the extra bits above the average-rate that traffic can have. Refer
to the section “Maximum Burst” on page 11-3 for more details.

4. If you want to apply a rate limiting policy to a VLAN group whose traffic are prioritized by hardware forwarding
queues, enter commands such as the following:
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Biglron MG8(config)# int e 1/1
Biglron MG8(config-if-1/1)# rate limit in group 10 priority gl g2 500000000
750000000

The command applies the rate limiting policy for rate limiting VLAN group 10 on port 1/1. This policy limits all
traffic tagged with VLANSs 3, 5, 6, 7, or 10 on each hardware forwarding queue. Rate for g1 is rate limited to an
average rate of 500 Mbps with a maximum burst size of 750 Mbits. Rate for g2 is also rate limited to an
average rate of 500 Mbps with a maximum burst size of 750 Mbits.

Configuration Considerations
When configuring VLAN group based rate limiting policies, consider the following rules:

e Arate limit VLAN group must have at least one VLAN member before it can be used in a rate limit policy. The
list cannot be empty if it is being used in a rate limiting policy.

e Arate limit VLAN group cannot be deleted if it is being used in a rate limiting policy.

e If arate limit policy for a VLAN group is applied to a port, the group cannot be used in any other rate limiting
policies applied to other ports that are controlled by the same packet processor.

* A VLAN can be member of multiple rate limit VLAN groups, but two groups with common members 